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Given 0 < α < n and a Young function η, we consider the generalized fractional maximal operator Mα,η defined
by

Mα,η f (x) = sup
B�x

|B|α/n|| f ||η,B,

where the supremum is taken over every ball B contained in Rn . In this article, we give necessary and sufficient
Dini type conditions on the functions A, B and η such that Mα,η is bounded from the Orlicz space LA(Rn) into
the Orlicz space LB(Rn). We also present a version of this result for open subsets of Rn with finite measure. Both
results generalize those contained in [6] and [14] when η(t) = t , respectively. As a consequence, we obtain a
characterization of the functions involved in the boundedness of the higher order commutators of the fractional
integral operator with BMO symbols. Moreover, we give sufficient conditions that guarantee the continuity in
Orlicz spaces of a large class of fractional integral operators of convolution type with less regular kernels and
their commutators, which are controlled by Mα,η.
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1 Introduction and main results

Norm inequalities for several classical operators of harmonic analysis have been widely studied in the context
of Orlicz spaces. It is well known that many of such operators fail to have continuity properties when they act
between certain Lebesgue spaces and, in some situations, the Orlicz spaces appear as adequate substitutes.

For example, for the Hardy–Littlewood maximal operator M , boundedness results between general Orlicz
spaces were given in [2], [5], [12], [14], [16] and [27]. Since M controls, in some sense, the singular integral
operators, the mentioned results allow us to derive continuity properties for them. According to this, the Hilbert
and Riesz transforms were also studied in this setting (see, for instance, [6], [14] and [18]).

When dealing with other type of singular integrals or their commutators, the maximal operators that govern
their behavior are defined in terms of a Young function η, Mη. The continuity properties in Orlicz spaces for
such maximal operators were first studied in [17] in the Euclidean context. In this article the author considers the
operator Mk , the k-th iteration of the Hardy–Littlewood maximal operator M , which is known to be pointwise
equivalent to Mη with η(t) = t(1 + log+ t)k−1. When η is a general Young function, the boundedness of Mη in
Orlicz spaces was analized in [15] in the framework of spaces of homogeneous type.

Concerning fractional type operators, the authors in [6] and [14] gave necessary and sufficient conditions on
certain functions A and B for the maximal fractional operator Mα , 0 ≤ α < n, and the fractional integral operator
Iα to be bounded between the associated Orlicz spaces LA and LB (see below for the definition of these spaces).

When dealing with generalizations of Iα and their commutators, the maximal functions that control them, in
some sense, are the fractional maximal operators Mα,η associated with a Young function η, where η is sometimes
related with the regularity properties of the kernel of the operator, or η is a L log L type function when dealing
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with commutators, or both. In relation with the correspondence between regularity and maximal operators, the
more regularity on the kernel, the better the maximal operator.

Let us define the operator Mα,η. Given an open subset � of Rn , for 0 ≤ α < n and f ∈ L1
loc(�), Mα,η is defined

by

Mα,η f (x) = sup
B�x

|B ∩ �|α/n|| f ||η,B,

where the supremum is taken over every Euclidean ball B = B(x0, R) with x0 ∈ � and R > 0, and || · ||η,B

denotes the Luxemburg-type average given by

|| f ||η,B = inf

{
λ > 0 :

1

|B ∩ �|
∫

B
η

( | f (x)|
λ

)
≤ 1

}
.

When α = 0, we simply write M0,η = Mη. It is well known that this type of maximal functions control a large
class of operators such as generalized singular integrals and their commutators.

Our main aim is to characterize the functions involved in the boundedness on Orlicz spaces of the fractional
maximal operator Mα,η. Concretely, we give necessary and sufficient conditions on the functions A,B and η such
that Mα,η : LA(�) ↪→ LB(�) for � = Rn and open subsets � of Rn with finite measure. Our results generalize
those related with Mα contained in [6] and [14] and they have a correspondence with the result in [15] for the case
α = 0 and � = Rn . As a consequence, we obtain similar continuity properties for other operators of convolution
type with kernels satisfying certain size condition and having different degrees of regularity, as well as their
commutators, which are controlled, in some sense, by Mα,η.

Throughout this article, we consider the functions that define the Orlicz spaces to be of the form

A(t) =
∫ t

0
a(s) ds and B(t) =

∫ t

0
b(s) ds,

where a and b are left-continuous functions defined on [0,∞) with a(0) = b(0) = 0, such that a is positive on
(0,∞) and nondecreasing, and b is nonnegative (see the next section for the definition of Orlicz spaces). The
function η associated with the maximal operator we are dealing with is a submultiplicative Young function, that
is, η : [0,∞) → [0,∞) is convex, increasing with η(0) = 0 and limt→∞ η(t) = +∞, and it satisfies η(ts) ≤
η(t)η(s) for every t, s > 0. We will also assume, without loss of generality, that η is normalized, that is, η(1) = 1.
Under these conditions, we obtain the following main results. The first one gives the characterization when
� = Rn and the second one when � has finite measure.

Theorem 1.1 Let 0 < α < n, and let A, B and η be defined as above. Let ξ be a Young function such that
ξ−1(t) = t− α

n η−1(t). Then, the following statements are equivalent.

(i) There exist positive constants C1 and C2 such that∫ C1tA(t)−α/n

0

b(λ)
λ

ξ ′
(

C1tA(t)−α/n

λ

)
dλ ≤ C2

A(t)1+α/n

t
,

for every t > 0.
(ii) Mα,η : LA(Rn) ↪→ LB(Rn), that is, there exists a positive constant K such that the inequality∣∣∣∣Mα,η f

∣∣∣∣
LB(Rn) ≤ K || f ||LA(Rn)

holds for every f ∈ LA(Rn).

Remark 1.2 When η(t) = t , the theorem above improves the corresponding result proved in [6], where the
author gives necessary and sufficient conditions on the functions A and B that are more difficult to handle than the
Dini type condition given in (i). Moreover, as our result shows, the function b needs not to be increasing, which
allows us to include more spaces then the ones considered in [6].

When α = 0, the characterization of the Dini-type condition for Mη was obtained in [15] in the setting of
spaces of homogeneous type, and it is in correspondence with the result for 0 < α < n, by noticing that, in this
case, ξ = η.
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Remark 1.3 If we considerA(t) = t p andB(t) = tq with 1 < p < n/α and 1/q = 1/p − α/n in Theorem 1.1,
we have that Mα,η : L p(Rn) ↪→ Lq(Rn) if and only if∫ C1t1− αp

n

0
qλq−1ξ ′

(
C1t1− αp

n

λ

)
dλ

λ
≤ C2t p(1+ α

n )−1 = C2t p−(1− αp
n ),

for some positive constants C1 and C2, and each t > 0, where ξ−1(t) = t−α/nη−1(t). It is easy to see from the
relation between p and q that this inequality can be rewritten as∫ ∞

1

ξ(s)
sq

ds

s
≤ C,

which means that ξ belongs to the class Bq introduced in [24]. It is easy to check from the formula ξ−1(t) =
t−α/nη−1(t) that ξ ∈ Bq if and only if ηq/p ∈ Bq . In the case α = 0, we have that q = p and Theorem 1.1 is the
fractional version of the result given in [24, Theorem 1.7].

Remark 1.4 From the previous remark, when considering A(t) = t p and B(t) = tq with 1 ≤ p < n/α

and 1/q = 1/p − α/n, the functions η that verify the Dini condition are those such that ηq/p ∈ Bq .
Examples of these functions are given by η(t) = tr for every 1 ≤ r < p, or η(t) = tr (1 + log+ t)δ and η(t) =
tr (1 + log(1 + log+ t))δ for every δ > 0 and 1 ≤ r < p. Other examples are functions with negative exponents
on the logarithm, like η(t) = tr (1 + log+ t)−δ for every 1 ≤ r < p and δ ≥ 0. For A and B of L log L type, it is
easy to check that η(t) = tr with 1 ≤ r < n/α also verifies the Dini condition if

A(t) = t p(1 + log+ t)ε, B(t) = t
np

n−αp (1 + log+ t)γ

where r < p < n/α and γ ≥ nε/(n − αp) for ε, γ ≥ 0.

Even though our original purpose was to give boundedness properties on Orlicz spaces defined over Rn , the
use of the ideas of [14] in the proof of the theorem above also allowed us to obtain the following characterization
over finite measure domains, generalizing the result for Mα given in that article.

Theorem 1.5 Let � be an open subset of Rn with |�| < ∞. Let 0 < α < n, A, B, η and ξ be as in Theorem 1.1
such that the functions t �→ t1−α/na(t)−α/n and t �→ η−1(A(t))/t are increasing and tend to infinity when t → ∞,
and B is of positive lower-type. The following statements are equivalent.

(i) There exist positive constants C1 and C2 such that∫ C1t1−α/na(t)−α/n

1

b(λ)
λ

ξ ′
(

C1t1−α/na(t)−α/n

λ

)
dλ ≤ C2tα/na(t)1+α/n,

for every t ≥ 1.
(ii) Mα,η : LA(�) ↪→ LB(�).

Remark 1.6 Although Theorem 1.5 is proved for the non-centered fractional maximal operator, a similar
result can be obtained for its centered version, let us say Mc

α,η, as it will be obvious from the proof of the theorem
above and the fact that Mc

α,η f (x) ≤ Mα,η f (x), even though they are not equivalent.
Then, in the particular case of the fractional maximal operator Mα , that is η(t) = t , we have proved that, under

the corresponding hypotheses on A and B, Mα and Mc
α are bounded between the associated Orlicz spaces if and

only if there exist two positive constants C1 and C2 such that∫ C1t1−α/na(t)−α/n

1

b(λ)

λ
n

n−α

dλ ≤ C2a(t)
n

n−α (1.1)

for every t ≥ 1. This result was proved in [14] for Mc
α and, thus, our result is a generalization of the corresponding

result given in that article. Notice that, if η(t) = t , η−1(A(t))/t = A(t)/t and from the fact that a(t/2)/2 ≤
A(t)/t ≤ a(t), the hypotheses of Theorem 1.5 are equivalent to the corresponding ones of [14].

From Theorem 1.1 we can obtain the next characterization of the boundedness of Mα,η over Rn in terms of the
continuity properties of the classical fractional maximal operator with weights, that is, nonnegative and locally
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integrable functions over Rn . The theorem below gives the analogous result in the fractional case for Mη in [15].
When A(t) = B(t) = t p, 1 < p < ∞, the corresponding result was proved in [24] for α = 0. The interest in this
kind of characterization appears when it is required a dual version of Fefferman–Stein’s inequality for nonlinear
operators. Inequalities in the spirit of (1.2) were also studied in [26] for 0 ≤ α < n and η certain power function.

Theorem 1.7 Let 0 < α < n and let A, B, η and ξ be as in Theorem 1.1. The following statements are
equivalent.

(i) Mα,η : LA(Rn) ↪→ LB(Rn).
(ii) There exists a positive constant C such that∥∥∥∥Mα f

Mη̃u

∥∥∥∥
LB(Rn)

≤ C

∥∥∥∥ f

u

∥∥∥∥
LA(Rn)

, (1.2)

for every f ≥ 0 and for every weight u, where η̃ is the complementary Young function of η.

It is well known that the operator Mα,η controls a large class of fractional type operators (see, for instance, [3],
[4], [7], [10], [11] and [13]). As a consequence of Theorem 1.1, in §4 we will derive boundedness results for this
class of operators. The classical example is the k-th order commutator of Iα with symbol b ∈ B M O , that is,

I k
α,b f (x) =

∫
Rn

(b(x) − b(y))k f (y)
|x − y|n−α

dy,

where k ∈ N ∪ {0} and b satisfies

||b||B M O := sup
B

1

|B|
∫

B

∣∣∣∣b(x) − 1

|B|
∫

B
b

∣∣∣∣ dx < ∞.

Clearly, I 0
α,b = Iα . For this operator we prove the following characterization.

Theorem 1.8 Let α, A and B be as in Theorem 1.1, b ∈ B M O and k ∈ N ∪ {0}. Suppose that B ∈ �2 and
has positive lower-type q > n/(n − α), and for k > 0, that also B̃ satisfy the �2-condition. Then, the following
statements are equivalent.

(i) There exist positive constants C1 and C2 such that∫ C1t1−α/na(t)− α
n

0

b(λ)

λ
n

n−α

(
1 + log+

(
C1t1−α/na(t)− α

n

λ

)) kn
n−α

dλ ≤ C2a(t)
n

n−α

holds for every t > 0.
(ii) There exists a positive constant K = K (||b||B M O) such that the inequality∥∥I k

α,b f
∥∥

LB(Rn) ≤ K || f ||LA(Rn)

holds for every f ∈ L∞
c (Rn).

Remark 1.9 The �2-condition on B and B̃, and the positive lower-type on B are not really necessary for the
implication (ii) ⇒ (i) in the theorem above.

Remark 1.10 Note that the Dini condition (i) is the same as condition (i) of Theorem 1.1 with ξ(t) = η(t)
n

n−α ,
where η(t) = t(1 + log+ t)k is the Young function that defines the fractional maximal operator Mα,η that controls
I k
α,b in some sense (see Theorem 4.8).

2 Preliminaries

Before we proceed with the proofs of the main results, we shall introduce some preliminary definitions and
properties concerning Orlicz spaces.

C© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.mn-journal.com
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Let � be an open subset of Rn . Given an increasing function � : [0,∞) → [0,∞) with �(0) = 0, we define
the Orlicz space L�(�) as the set of all measurable functions for which there exists a positive number λ such that∫

�

�

( | f (x)|
λ

)
dx ≤ 1.

This definition induces the Luxemburg norm for this space, given by

|| f ||L�(�) = inf

{
λ > 0 :

∫
�

�

( | f (x)|
λ

)
dx ≤ 1

}
,

and
(
L�(�), ‖ · ||L�(�)

)
is a Banach space. For more information and properties of these spaces see, for instance,

[25]. Clearly, when �(t) = t p with 1 ≤ p < ∞, we recover the norm || f ||L p(�) .
If � is an N-function, that is, � is a Young function that satisfies

lim
t→0+

�(t)
t

= 0 and lim
t→+∞

�(t)
t

= +∞,

its complementary N-function �̃ can be defined by means of the inequalities

t ≤ �−1(t)�̃−1(t) ≤ 2t, ∀ t > 0,

and the following generalization of Hölder’s inequality∫
�

| f g| ≤ 2|| f ||�||g||�̃ (2.1)

holds (see [23]). It is easy to see that the above inequality allows to prove that

|| f ||L�(�) ≈ sup
||g||

L�̃(�)
≤1

∫
�

f (x)g(x) dx, (2.2)

whenever the left-hand side is finite (see [25]). This gives an important tool in order to obtain boundedness results
in §4.

There is also a version of Hölder’s inequality for the Luxemburg-type averages

1

|B|
∫

B
| f g| ≤ 2|| f ||�,B ||g||�̃,B, (2.3)

where || · ||�,B were defined in the Introduction. Although �(t) = t is not an N-function, inequalities (2.1) and
(2.3) still hold, where || · ||�̃ and || · ||�̃,B must be understood as || · ||L∞(Rn) and || · ||L∞(B) respectively.

Moreover, there is a further generalization of the inequality above. If �,
 and � are nonnegative, nondecreasing
and left-continuous functions satisfying the relation �−1(t)
−1(t) ≤ �−1(t), the following generalized Hölder’s
inequality, proved in [23], holds:

|| f g||�,B ≤ 2|| f ||�,B ||g||
,B . (2.4)

We must also consider certain subclasses of Young functions. We say that a Young function � is in the class �2,
or satisfies the �2-condition if �(2t) ≤ C�(t) for certain positive constant C and every t ≥ 0. This is equivalent
to say that � has finite upper-type, that is, there exist constants C > 0 and 0 < q < ∞ such that �(st) ≤ Csq�(t)
for every s ≥ 1 and every t ≥ 0. Similarly, we can define the positive lower-type: there exist constants C > 0 and
0 < q < ∞ such that �(st) ≤ Csq�(t) for every 0 ≤ s ≤ 1 and every t ≥ 0.

3 Proofs of the main results

In this section we will give the proofs of Theorems 1.1, 1.5 and 1.7. We shall postpone the proof of Theorem 1.8
until the next section.

An auxiliary result that we will be using in the proof of Theorems 1.1 and 1.5 is the following modular
inequality for the generalized maximal operator Mξ , ξ a submultiplicative Young function, that can be easily
deduced from the proof of [15, Theorem 2.3]. When Mξ = M , the analogous result was already proved in [22].
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Theorem 3.1 Let ψ, φ be two nonnegative functions and let 
(t) = ∫ t
0 ψ(s) ds and �(t) = ∫ t

0 φ(s) ds. Let
� be an open subset of Rn and let D0 = t0 = 0 if |�| = +∞ and D0 = �(1)|�| and t0 = 1 if |�| < ∞. If ξ is a
submultiplicative Young function such that for every t > t0∫ D1t

t0

φ(λ)
λ

ξ ′
(

D1t

λ

)
dλ ≤ D2ψ(D2t), (3.1)

for some constants D1 > 1 and D2 > 0, there exists a positive constant D such that∫
�

�(Mξ f (x)) dx ≤ D0 + D
∫

�


(D| f (x)|) dx .

P r o o f o f T h e o r e m 1 . 1 . We will first show that (i) implies (ii). By homogeneity, it is enough to
consider a function f ∈ LA(Rn) with || f ||LA(Rn) = 1. For such a function, we need to find a positive constant C ,
independent of f , such that∫

Rn

B
(

Mα,η f (x)
C

)
dx ≤ 1.

Let us write | f (x)| = g(x)h(x) where

g(x) = | f (x)|A(| f (x)|)−α/nχ{ f �=0}(x) and h(x) = A(| f (x)|)α/nχ{ f �=0}(x).

Since η−1(t) = tα/nξ−1(t), from Hölder’s inequality (2.4) we have that

Mα,η f (x) ≤ 2Mξ (g)(x)||h||Ln/α(Rn) ≤ 2Mξ (g)(x), x ∈ Rn, (3.2)

since, from the hypothesis on f , ||h||LA(Rn) ≤ 1. Then,∫
Rn

B
(

Mα,η f (x)
C

)
dx ≤

∫
Rn

B
(

Mξ g(x)
C/2

)
dx =

∫
Rn

B (Mξ (2g/C)(x)) dx . (3.3)

Let us now consider the function

cξ (t) =
∫ t

0

b(λ)
λ

ξ ′
(

t

λ

)
dλ, (3.4)

which is well-defined on [0,∞). In fact, by condition (i), cξ (t1) < ∞ for some t1, and thus, cξ (t) < ∞ for every
0 ≤ t ≤ t1 since ξ ′ is increasing. For t ≥ t1, since η is submultiplicative, it is easy to see that η verifies

η(t)
t

≤ η′(t) ≤ η(2t)
t

. (3.5)

From the definition of ξ , one can show that ξ is also submultiplicative and satisfies (3.5). This yields

ξ ′(st) ≤ ξ(2st)
st

≤ ξ(2s)ξ(t)
st

= 2
ξ(2s)

2s

ξ(t)
t

≤ 2ξ ′(2s)ξ ′(t).

From this estimate and the fact that cξ (t1) < ∞

cξ (t) =
∫ t1

0

b(λ)
λ

ξ ′
(

t

λ

)
dλ +

∫ t

t1

b(λ)
λ

ξ ′
(

t

λ

)
dλ

≤ ξ ′
(

2t

t1

)
cξ (t1) +

∫ t

t1

b(λ)
λ

ξ ′
(

t

λ

)
dλ < ∞,

where the last term is finite since the integrand is continuous.
Then, by taking Cξ (t) = ∫ t

0 cξ (s) ds, condition (3.1) of Theorem 3.1 trivially holds with φ = b and ψ = cξ ,
and any constants D1 > 1 and D2 ≥ D1. Thus, from that theorem, there exists D > 0 such that∫

Rn

B (Mξ (2g/C)(x)) dx ≤ D
∫

Rn

Cξ (2Dg(x)/C) dx . (3.6)
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Let C = max
{
2D/C1, 2D2C2

}
, where C1 and C2 are the constants of (i). From (3.3), (3.6) and using the fact

that Cξ (t) ≤ tcξ (t), it follows that∫
Rn

B
(

Mα,η f (x)
C

)
dx ≤ D

∫
Rn

Cξ (2Dg(x)/C) dx

≤ D
∫

Rn

2Dg(x)
C

cξ

(
2Dg(x)

C

)
dx

≤ 2D2

C

∫
Rn

g(x)cξ (C1g(x)) dx .

Note that, from condition (i) and (3.4),

cξ (C1tA(t)−α/n) =
∫ C1tA(t)−α/n

0

b(λ)
λ

ξ ′
(

C1tA(t)−α/n

λ

)
dλ ≤ C2

A(t)1+α/n

t
, ∀t > 0.

Then, by applying this inequality to t = | f (x)| > 0,

g(x)cξ (C1g(x)) = | f (x)|A(| f (x)|)−α/ncξ

(
C1| f (x)|A(| f (x)|)−α/n

)
≤ | f (x)|A(| f (x)|)−α/n A(| f (x)|)1+α/n

| f (x)| = C2A(| f (x)|). (3.7)

Finally, from this estimate and the definition of the constant C , we get∫
Rn

B
(

Mα,η f (x)
C

)
dx ≤ 2D2C2

C

∫
Rn

A(| f (x)|)dx ≤
∫

Rn

A(| f (x)|) dx ≤ 1.

In order to prove the converse, let us now consider δ > 0 and fδ = χB(0,δ) . Then, || fδ||LA(Rn) =
1/A−1(ω−1

n δ−n), where ωn = |B(0, 1)|. We will estimate the measure of the set {x ∈ Rn : Mα,η fδ(x) > s} for
certain values of s > 0.

By considering 0 < s < ω
α/n
n δα/ξ−1

(
2n+1

)
, from the definition of ξ−1 we get

|{x ∈ Rn : Mα,η fδ(x) > s}| ≥
∣∣∣∣{x ∈ Rn : δ < |x | and |B(x, 2|x |)|α/n|| fδ||η,B(x,2|x |) > s

}∣∣∣∣
=
∣∣∣∣{x ∈ Rn : δ < |x | and

ω
α/n
n (2|x |)α

η−1((2|x |/δ)n)
> s

}∣∣∣∣
=
∣∣∣∣{x ∈ Rn : δ < |x | and

ω
α/n
n δα

ξ−1((2|x |/δ)n)
> s

}∣∣∣∣
=
∣∣∣∣{x ∈ Rn : δ < |x | <

δ

2
ξ

(
ω

α/n
n δα

s

) 1
n }∣∣∣∣

= ωnδ
n

2n
ξ

(
ω

α/n
n δα

s

)
− ωnδ

n

where we have used that, for each δ > 0, the set

{
x ∈ Rn : δ < |x | < δ

2ξ
(
ω

α/n
n δα/s

)1/n
}

is non-empty since ξ−1

is increasing and s < ω
α/n
n δα/ξ−1(2n). By using again that s < ω

α/n
n δα/ξ−1

(
2n+1

)
and the property ξ ′(t/2)/2 ≤

ξ(t)/t , we obtain

|{x ∈ Rn : Mα,η fδ(x) > s}| ≥ ωnδ
n

2n+1
ξ

(
ω

α/n
n δα

s

)
≥ ω

1+ α
n

n δn+α

2n+2s
ξ ′
(

ω
α/n
n δα

2s

)
. (3.8)
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Now, from (ii) and the previous estimate we get

1 ≥
∫

Rn

B
(

Mα,η fδ(x)
K || fδ||LA(Rn)

)
dx (3.9)

=
∫ ∞

0
b(λ)|{x ∈ Rn : Mα,η fδ(x) > λK || fδ||LA(Rn)}| dλ

≥ ω
1+ α

n
n δn+α

2n+2 K || fδ||LA(Rn)

∫ ω
α/n
n δα

K ξ−1( 2n+1) || fδ ||
LA(Rn )

0

b(λ)
λ

ξ ′
(

ω
α/n
n δα

2λK || fδ||LA(Rn)

)
dλ

= ω
1+ α

n
n δn+αA−1(ω−1

n δ−n)
2n+2 K

∫ ω
α/n
n δαA−1(ω

−1
n δ−n )

K ξ−1( 2n+1)

0

b(λ)
λ

ξ ′
(

ω
α/n
n δαA−1(ω−1

n δ−n)
2Kλ

)
dλ

≥ ω
1+ α

n
n δn+αA−1(ω−1

n δ−n)
2n+2 K

∫ C1ω
α/n
n δαA−1(ω−1

n δ−n)

0

b(λ)
λ

ξ ′
(

C1ω
α/n
n δαA−1(ω−1

n δ−n)
λ

)
dλ.

where C1 = 1/
(
K ξ−1

(
2n+1

))
. By taking t = A−1

(
ω−1

n δ−n
)

> 0 since A−1 is positive on (0,∞), we get that∫ C1tA(t)− α
n

0

b(λ)
λ

ξ ′
(

C1tA(t)− α
n

λ

)
dλ ≤ C2

A(t)1+ α
n

t
,

for every t > 0 and for some positive constants C1 and C2, that is, condition (i) holds. �

P r o o f o f T h e o r e m 1 . 5 . Let us first prove (i) ⇒ (ii). Fix f ∈ LA(�) with || f ||LA(�) = 1. Then, it is
enough to show that there exists a positive constant C , independent of f , for which∫

�

B
(

Mα,η f (x)
C

)
dx ≤ 1.

We split | f (x)| = f1 + f2 where f1(x) = | f (x)|χ{| f |>1}(x) and f2(x) = | f (x)|χ{| f |≤1}(x). Thus, we have
Mα,η f ≤ Mα,η f1 + Mα,η f2. Let us estimate each term separately.

For the case of f2, we write as before f2 = g.h where g(x) = | f (x)|χ{| f |≤1}(x) and h(x) = χ{| f |≤1}(x). From
the relation η−1(t) = tα/nξ−1(t), we can apply the generalized Hölder’s inequality (2.4) to obtain

Mα,η f2(x) ≤ 2Mξ g(x)||h||Ln/α(�) ≤ 2|�|α/n = 2K1.

On the other hand, if we define the functions g1(x) = | f (x)|A(| f (x)|)−α/nχ{| f |>1}(x) and h1(x) =
A(| f (x)|)α/nχ{| f |>1}(x), we have that f1 = g1.h1 and we can use again Hölder’s inequality (2.4) to get

Mα,η f1(x) ≤ 2Mξ (g1)(x)||h1||Ln/α(�) ≤ 2Mξ (g1)(x),

since ||h1||Ln/α(�) ≤ 1. Therefore,∫
�

B
(

Mα,η f (x)
C

)
dx ≤

∫
�

B
(

2Mξ g1(x) + 2K1

C

)
dx (3.10)

≤
∫

�

B (4C−1 max
{

Mξ g1(x), K1
})

dx

≤
∫

�

B (Mξ

(
4C−1g1

)
(x)
)

dx + |�|B(4C−1 K1
)
.

Let us now consider the function

cξ (t) =
{

0, 0 ≤ t < 1,∫ t
1

b(λ)
λ

ξ ′ ( t
λ

)
dλ, t ≥ 1,

(3.11)
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which is clearly well-defined on [0,∞). From this definition, it follows immediately that condition (3.1) of
Theorem 3.1 holds with φ = b and ψ = cξ , for any constants D1 > 1 and D2 ≥ D1. Thus, by taking Cξ (t) =∫ t

0 cξ (s) ds, we have that∫
�

B (Mξ

(
4C−1g1

)
(x)
)

dx ≤ |�|B(1) + D
∫

�

Cξ

(
4C−1 Dg1(x)

)
dx . (3.12)

Let K2 = |�|(B(1) + B(4C−1 K1
))

and choose C ≥ 4D/C1 where C1 is the constant appearing in (i). Then,
from (3.10), (3.12) and using that Cξ (t) ≤ tcξ (t), we deduce that∫

�

B
(

Mα,η f (x)
C

)
dx ≤ K2 + D

∫
�

Cξ (4C−1 Dg1(x)) dx

≤ K2 + D
∫

�

4C−1 Dg1(x)cξ

(
4C−1 Dg1(x)

)
dx

≤ K2 + C1

∫
�

g1(x)cξ (C1g1(x)) dx .

As in (3.7), it is easy to see from (i) and (3.11) that g1(x)cξ (C1g1(x)) ≤ C2A(| f (x)|). Therefore, we obtain∫
�

B
(

Mα,η f (x)
C

)
dx ≤ K2 + C1C2

∫
�

A(| f (x)|) dx ≤ K2 + C1C2.

Finally, if we know that K2 + C1C2 ≤ 1, the sufficiency of the Dini type condition (i) is proved. On the contrary,
if K2 + C1C2 > 1, since B has positive lower-type, there exist positive constants c, q such that B(st) ≤ csqB(t)
for every 0 ≤ s ≤ 1 and every t ≥ 0. Then, it follows that∫

�

B
(

Mα,η f (x)
C [c(K2 + C1C2)]1/q

)
dx ≤ c

(
1

[c(K2 + C1C2)]1/q

)q ∫
�

B
(

Mα,η f (x)
C

)
dx ≤ 1.

Conversely, let us assume, without loss of generality, that there exists x0 ∈ � such that the ball B(x0, 1) is
contained in �. Let us consider fδ = χB(x0,δ) for 0 < δ ≤ 2−1/n and, as in the Euclidean case, we will measure
the level sets of Mα,η( fδ), Es = {x ∈ � : Mα,η fδ(x) > s}.

Let ω
α/n
n δα/ξ−1((2/δ)n) < s < ω

α/n
n δα/ξ−1

(
2n+1

)
. Then, by following the same arguments as in the proof of

Theorem 1.1, we obtain

|Es | ≥
∣∣∣∣{x ∈ � : δ < |x − x0| < 1/4 and |B(x, 2|x − x0|)|α/n|| fδ||η,B(x,2|x−x0|) > s

}∣∣∣∣
≥
∣∣∣∣∣∣
⎧⎨⎩x ∈ � : δ < |x − x0| <

δ

2
ξ

(
ω

α/n
n δα

s

) 1
n

⎫⎬⎭
∣∣∣∣∣∣ .

For the values of s considered, it is easy to see that

δ <
δ

2
ξ

(
ω

α/n
n δα

s

)1/n

< 1.

This guarantees that the annulus above is non-empty and is entirely contained in �. Thus,

|{x ∈ � : Mα,η fδ(x) > s}| ≥ ω
1+ α

n
n δn+α

2n+2s
ξ ′
(

ω
α/n
n δα

2s

)
,

by applying similar arguments to those used in the case � = Rn .
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By following the ideas in (3.9), assuming now that (ii) holds, we have

1 ≥
∫

�

B
(

Mα,η fδ(x)
K || fδ||LA(�)

)
dx

=
∫ ∞

0
b(λ)

∣∣∣∣{x ∈ � : Mα,η fδ(x) > λK || fδ||LA(�)

}∣∣∣∣ dλ

≥ ω
1+ α

n
n δn+α

2n+2 K || fδ||LA(Rn)

∫ ω
α/n
n δα

K ξ−1( 2n+1) || fδ ||
LA(�)

ω
α/n
n δα

K ξ−1( ( 2/δ) n ) || fδ ||
LA(Rn )

b(λ)
λ

ξ ′
(

ω
α/n
n δα

2λK || fδ||LA(�)

)
dλ

≥ ω
1+ α

n
n δn+αA−1(ω−1

n δ−n)
2n+2 K

∫ C1ω
α/n
n δαA−1(ω−1

n δ−n)

2αω
α/n
n A−1(ω

−1
n δ−n )

Kη−1( 2n δ−n )

b(λ)
λ

ξ ′
(

C1ω
α/n
n δαA−1(ω−1

n δ−n)
λ

)
dλ,

where C1 is the constant defined in the proof of Theorem 1.1. Then, if we take t = A−1
(
ω−1

n δ−n
)
, we obtain the

following condition∫ C1tA(t)−α/n

2αω
α/n
n t

Kη−1( 2nωnA( t) )

b(λ)
λ

ξ ′
(

C1tA(t)−α/n

λ

)
dλ ≤ C2

A(t)1+α/n

t
,

for each t ≥ t1 = A−1
(
2ω−1

n

)
.

Let us now define

h(t) = 2αω
α/n
n t

Kη−1(2nωnA(t))
,

which is smaller than 2αω
α/n
n

Kη−1(2nωn)
t

η−1(A(t)) since η is submultiplicative. From the hypothesis on η−1(A(t))/t , we

know that h(t) → 0 when t → +∞. On the other hand, we also have that t1−α/na(t)−α/n → ∞ when t → +∞.
Consequently, we can assert that there exists t0 ≥ t1 such that, if t ≥ t0, then h(t) ≤ 1 and C1t1−α/na(t)−α/n > 1.
For those values of t , by using that A(t) ≤ ta(t), we get∫ C1t1−α/na(t)−α/n

1

b(λ)
λ

ξ ′
(

C1t1−α/na(t)−α/n

λ

)
dλ

≤
∫ C1tA(t)−α/n

1

b(λ)
λ

ξ ′
(

C1tA(t)−α/n

λ

)
dλ

≤ C2
A(t)1+α/n

t
≤ C2tα/na(t)1+α/n .

If t0 ≤ 1, the Dini type condition holds for every t ≥ 1. If t0 > 1, we claim that the above inequality can be
extended to every 1 ≤ t < t0. In fact, since t1−α/na(t)−α/n and a(t) are increasing, and the above condition holds
for t = t0, if 1 ≤ t < t0 it follows that∫ C1t1−α/na(t)−α/n

1

b(λ)
λ

ξ ′
(

C1t1−α/na(t)−α/n

λ

)
dλ

≤
∫ C1t1−α/n

0 a(t0)−α/n

1

b(λ)
λ

ξ ′
(

C1t1−α/n
0 a(t0)−α/n

λ

)
dλ

≤ C2tα/n
0 a(t0)1+α/n = K0

≤ K0

a(1)1+α/n
tα/na(t)1+α/n .
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By taking C̃2 = max
{
C2, K0a(1)−1−α/n

}
, we obtain∫ C1t1−α/na(t)−α/n

1

b(λ)
λ

ξ ′
(

C1t1−α/na(t)−α/n

λ

)
dλ ≤ C̃2tα/na(t)1+α/n

for every t ≥ 1.

P r o o f o f T h e o r e m 1 . 7 . It is immediate from the pointwise inequality

Mα f (x) ≤ 2Mα,η( f/u)(x)Mη̃u(x), x ∈ Rn,

(see (2.3)) that (i) ⇒ (ii).
By virtue of Theorem 1.1, the converse follows if we show that (ii) implies the Dini type condition (i) of that

theorem. Thus, we will estimate the measure of the sets {x ∈ Rn : Mα f (x) > s Mη̃u(x)}, for certain values of
s > 0.

Let us consider, for δ > 0, f = u = χB(0,δ) . Thus, || f/u||LA(Rn) = 1/A−1
(
ω−1

n δ−n
)
, where ωn = |B(0, 1)|.

For |x | > 2δ, let us suppose, for the moment, that the following estimate holds:

Mη̃u(x) = Mη̃χB(0,δ)(x) ≤ 1/η̃−1((|x |/4δ)n). (3.13)

Thus, by considering 0 < s < 6α−nωα/nδα/ξ−1(1/(2n − 1)) and using that

1

η̃−1(t)
≤ η−1(t)

t
= ξ−1(t)tα/n−1, t > 0,

by following similar arguments as in the proof of Theorem 1.1, we can get

|{x ∈ Rn : Mα f (x) > s Mη̃u(x)}| ≥ 2n−16α−nω1+α/nδn+α

s
ξ ′
(

6α−nωα/nδα

2s

)
.

Up to a constant, the inequality above is of the form of (3.8) obtained in Theorem 1.1. Therefore, it is clear that
we can continue in the same way in order to have the desired Dini type condition.

Let us now prove (3.13). From the definition of Mη̃,

Mη̃χB(0,δ)(x) = sup
B�x :B∩B(0,δ) �=∅

1

η̃−1
(

|B|
|B∩B(0,δ)|

) ≤ sup
B�x :B∩B(0,δ) �=∅

1

η̃−1
(

|B|
ωnδn

) .

If B = B(y, R) is such that B ∩ B(0, δ) �= ∅ and we consider |x | > 2δ, it is clear that 2R > |x | − δ > |x |/2.
Then, R ≥ |x |/4 and

Mη̃χB(0,δ)(x) ≤ sup
B�x :B∩B(0,δ) �=∅

1

η̃−1((R/δ)n)
≤ 1

η̃−1((|x |/4δ)n)
. �

4 Applications of Theorem 1.1 to fractional type operators

We will now introduce a class of fractional integral operators of convolution type that can be controlled by the
fractional maximal operator we are dealing with, which includes the classical fractional integral operator. This
control will allow us to derive continuity properties on Orlicz spaces for these operators.

In [4] the authors consider fractional operators of convolution type of the form

Tα f (x) =
∫

Rn

Kα(x − y) f (y) dy, 0 ≤ α < n, (4.1)

where the kernel Kα satisfies a size type condition and a certain fractional Hörmander condition associated with a
given Young function. We say that Kα satisfies the size condition Sα if there exists a positive constant C such that∫

|x |∼s
|Kα(x)| dx ≤ Csα,

where |x | ∼ s denotes the set {x ∈ Rn : s < |x | ≤ 2s}.
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The Hörmander type condition is defined as follows. For a given Young function � we say that Kα ∈ Hα,� if
there exist c ≥ 1 and C > 0 such that for every y ∈ Rn and R > c|y|

∞∑
m=1

(2m R)n−α‖Kα(· − y) − Kα(·)‖�,|x |∼2m R ≤ C.

If �(t) = tr with 1 ≤ r < ∞, the class Hα,� will be denoted by Hα,r . We can generalize the Hörmander type
condition to L∞ by considering the corresponding norms restricted to the sets |x | ∼ 2m R and the class, in that
case, will be denoted by Hα,∞.

Another class that we should take into account is the following. We say that Kα ∈ H∗
α,∞ if there exist constants

C > 0 and c > 1 such that

|Kα(x − y) − Kα(x)| ≤ C
|y|

|x |n+1−α
, |x | > c|y|.

All the mentioned classes satisfy the inclusions

H∗
α,∞ ⊂ Hα,∞ ⊂ Hα,r ⊂ Hα,s ⊂ Hα,1

for every 1 ≤ s ≤ r ≤ ∞. Moreover, if � is a Young function satisfying either �(t) ≤ Ctr or Cts ≤ �(t) for
large values of t , then either Hα,r ⊂ Hα,� or Hα,� ⊂ Hα,s holds, respectively.

The interest in considering the classes Hα,� for a general Young function � is justified in [21] in the case α = 0.
In that article, the authors show the existence of an operator whose kernel K belongs to every Hr , 1 ≤ r < ∞,
but K /∈ H∞. This implies that the mentioned operator can be controlled, in the norm of the L p spaces, by any
maximal operator Mr ′ , where 1/r + 1/r ′ = 1 and 1 < r < ∞, but it cannot be asserted that the same inequality
holds with M , which is smaller than Mr ′ . However, that kernel K does belong to a generalized Hörmander class
H�ε

for every ε > 0, where �ε(t) ≈ et1/ε

. This says that H∞ � H�ε
⊂ ∩1≤r<∞ Hr , which yields that the control

by means of Mr ′ can be improved by replacing it with the maximal operator M�̃ε
≈ ML(log L)ε � Cε Mr ′ for

each 1 < r < ∞. In other words, the Hörmander conditions associated with Young functions in the kernels of
convolution type operators can give us better boundedness results for them since they can be controlled by smaller
maximal operators.

As we said before, a classical example of an operator Tα of the form (4.1) is the fractional integral operator Iα ,
0 < α < n, whose kernel Kα(x) = |x |α−n satisfies the condition Sα and the Hörmander type condition H∗

α,∞, as
it can be easily checked.

Fractional integrals with less regular kernels than Iα are also known. For example, in [19], the author studied
fractional integrals given by a multiplier. Specifically, if m : Rn → R is a given function, the multiplier operator
Tm is defined, by means of the Fourier transform, as T̂m f (ζ ) = m(ζ ) f̂ (ζ ) for f in the Schwartz class. Under some
conditions on the derivatives of m, the operator Tm can be written as the limit of simpler convolution operators
T N

m . The associated kernels K N
α are in the class Sα ∩ Hα,r with constant independent of N , for certain values of

r > 1 determined by the properties on the function m.
Another example for this kind of fractional operators are fractional integrals with rough kernels, that is,

convolution type operators with kernel Kα(x) = �(x)|x |α−n where � is a function defined on the unit sphere
Sn−1 of Rn with integral zero (see, for example, [8] and [9]). By extending � to Rn \ {0} radially, the extension �̄

is an homogeneous function of degree 0. In [4, Proposition 4.2], the authors showed that the kernel of Tα satisfies
Kα ∈ Sα ∩ Hα,�, for certain Young function �, provided that � ∈ L�

(
Sn−1

)
with∫ 1

0
ω�(t)

dt

t
< ∞,

where ω� is the L�-modulus of continuity defined by

ω�(t) = sup
|y|≤t

||�̄(· + y) − �̄(·)||�,Sn−1 < ∞, ∀t ≥ 0.

The following result, proved in [4], shows the control of these fractional integral operators by a generalized
fractional maximal operator associated with a certain N-function.
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Theorem 4.1 ([4]) Let 0 < α < n and let � be an N-function. Let Tα be the fractional operator with kernel
Kα ∈ Sα ∩ Hα,�. Then, for any 0 < δ < 1, there exists a positive constant Cδ such that

M�
δ (Tα f )(x) ≤ Cδ Mα,�̃ f (x), (4.2)

for every measurable function f , where

M�(g)(x) := sup
B�x

inf
a∈R

∫
B

|g(y) − a| dy,

and M�
δ g := M�

(|g|δ)1/δ
.

Remark 4.2 If we consider Tα to be a fractional integral given by a multiplier, (4.2) holds with Mα,r ′ = (Mα)r ′

provided that the kernel belongs to the class Hα,r . When Tα has a rough kernel with � ∈ L�
(
Sn−1

)
,
∫

Sn−1 � = 0

and
∫ 1

0 ω�(t) dt
t < ∞, we obtain (4.2) with the corresponding N-function �.

When Tα is a fractional integral operator whose kernel satisfies the Hörmander condition Hα,∞ or the stronger
condition H∗

α,∞, it was proved in [4] that the control is given by means of the fractional maximal operator Mα , as
the next results shows. When Tα = Iα , the fractional integral operator, the mentioned estimate was already proved
in [1].

Theorem 4.3 ([4]) Let 0 < α < n and let Tα be a fractional operator with kernel Kα ∈ Sα ∩ Hα,∞ or Kα ∈
Sα ∩ H∗

α,∞. Then, for any 0 < δ < 1, there exists a positive constant Cδ such that

M�
δ (Tα f )(x) ≤ Cδ Mα f (x), (4.3)

for every measurable function f .

Theorems 4.1 and 4.3 allow us to give sufficient conditions such that the operator Tα is bounded from LA(Rn)
into LB(Rn).

Theorem 4.4 For 0 < α < n and an N-function η, let Tα be a fractional operator defined in (4.1) with kernel
Kα ∈ Sα ∩ Hα,η̃. Let A, B and ξ be as in Theorem 1.1 with B ∈ �2, and suppose that (i) of Theorem 1.1 holds.
Then

||Tα f ||LB(Rn) ≤ C || f ||LA(Rn),

for every f ∈ L∞
c (Rn), whenever the left-hand side is finite.

If Kα ∈ Sα ∩ Hα,∞ or Kα ∈ Sα ∩ H∗
α,∞, and we suppose that (1.1) holds, the result is also true.

In order to prove the theorem above, we shall use the following results, that will be also useful in all of the
boundedness results of this section. The first one shows how can the previous control theorems be applied; the
second one establishes a characterization of the boundedness of the Hardy–Littlewood maximal operator M on
Orlicz spaces by means of a �2-condition. This characterization was given in [12], although in [5] the authors
showed that the same result holds by means of a Dini type condition which is equivalent to the condition given in
[12]. Similar results were also obtained in [27].

Theorem 4.5 ([20]) There exists a positive constant C such that for every locally integrable function g and
every measurable function f satisfying |{x : | f (x)| > λ}| < ∞ for each λ > 0, the following inequality∫

Rn

| f g| dx ≤ C
∫

Rn

M� f Mg dx

holds.

Theorem 4.6 ([12]) Let � be an N-function. The following statements are equivalent.

(i) The Hardy–Littlewood maximal operator is bounded on L�(Rn),
(ii) �̃, the complementary function of �, satisfies the �2-condition.

We are now in position to prove Theorem 4.4.
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P r o o f o f T h e o r e m 4 . 4 . Fix f ∈ L∞
c (Rn) with ||Tα f ||LB(Rn) < ∞. For 0 < δ < 1, let Bδ(t) =

B(t1/δ
)
. Then, we can write

||Tα f ||LB(Rn) = ∥∥|Tα f |δ∥∥1/δ

LBδ (Rn) = sup
||g||

LB̃δ (Rn )
≤1

(∫
Rn

|Tα f |δ|g| dx

)1/δ

.

We wish to apply Theorem 4.5 with |Tα f |δ and |g|. In order to do so, we need to prove that |{x ∈ Rn :
|Tα f | > λ}| < ∞ for every λ > 0. But this can be easily obtained from the �2-condition on B and the hy-
pothesis ||Tα f ||LB(Rn) < ∞. In fact, the property on B says that B has finite upper-type q, for some q > 0,
and then

|{x ∈ Rn : |Tα f (x)| > λ}| ≤
∫

{x∈Rn :|Tα f (x)|>λ}

|Tα f (x)|
λ

dx (4.4)

≤ 1

B(1)

∫
{x∈Rn :|Tα f (x)|>λ}

B
( |Tα f (x)|

||Tα f ||LB(Rn)

||Tα f ||LB(Rn)

λ

)
dx

≤ 1

B(1)
min

{
1,

||Tα f ||qLB(Rn)

λq

}∫
Rn

B
( |Tα f (x)|

||Tα f ||LB(Rn)

)
dx

≤
||Tα f ||qLB(Rn)

B(1)λq
< ∞.

Thus, by Theorem 4.5, applying Hölder’s inequality (2.1) and (4.2) we obtain that

||Tα f ||LB(Rn) ≤ C sup
||g||

LB̃δ (Rn )
≤1

(∫
Rn

M�
(|Tα f |δ)Mg dx

)1/δ

≤ C sup
||g||

LB̃δ (Rn )
≤1

∥∥M�
(|Tα f |δ)∥∥1/δ

LBδ (Rn) ‖Mg‖1/δ

L B̃δ (Rn)

= C sup
||g||

LB̃δ (Rn )
≤1

∥∥M�
δ

(|Tα f |)∥∥LB(Rn)‖Mg‖1/δ

L B̃δ (Rn)

≤ C sup
||g||

LB̃δ (Rn )
≤1

‖Mα,η f ‖LB(Rn)‖Mg‖1/δ

L B̃δ (Rn)

Since B ∈ �2, also Bδ ∈ �2, and from Theorem 4.6 ||Mg||L B̃δ (Rn) ≤ C‖g‖L B̃δ (Rn) . Thus, by using Theorem 1.1
we obtain

||Tα f ||LB(Rn) ≤ C sup
||g||

LB̃δ (Rn )
≤1

‖Mα,η f ‖LB(Rn)‖g‖1/δ

L B̃δ (Rn)
≤ C‖ f ‖LA(Rn) .

If Kα ∈ Sα ∩ Hα,∞ or Kα ∈ Sα ∩ H∗
α,∞, we can repeat the proof above by applying instead Theorem 4.3 which

gives us the control of Tα by Mα , and we use the corresponding Dini condition (1.1). �

Remark 4.7 Notice that, as a particular case, the theorem above gives us the corresponding result for
the operator Iα . Actually, if B has finite upper-type q > n/(n − α), ||Iα f ||LB is finite, and, since its kernel is
nonnegative, we can extend the result for every function in LA(Rn) by an approximation argument.

We will now introduce the higher order commutators of Tα , in order to state similar boundedness results for
them. In the case of the commutators of Iα , we were able to obtain a characterization of their continuity properties
on Orlicz spaces by means of a Dini type condition, as we showed in Theorem 1.8.

Given b ∈ B M O , the k-th order commutator of Tα for k ∈ N ∪ {0} and 0 < α < n is defined by

T k
α,b f (x) =

∫
Rn

(b(x) − b(y))k Kα(x − y) f (y) dy.
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When k = 0, T k
α,b = Tα . We will now suppose that the kernel Kα satisfies the Sα condition and a Hörmander

condition related to the order k, the condition Hα,�,k . This means that there exist c ≥ 1 and C > 0 such that for
every y ∈ Rn and R > c|y|

∞∑
m=1

(2m R)n−αmk‖Kα(· − y) − Kα(·)‖�,|x |∼2m R ≤ C.

We say that Kα ∈ Hα,∞,k if the norm in the condition above is taken over L∞.
In [4], the authors also proved an estimate in the spirit of Theorem 4.1 for the commutators T k

α,b, which is given
in the following result. In the case of the commutators of Iα , it was proved in [10] and [7] for k = 1 and in [3] for
any k ∈ N in the more general framework of spaces of homogeneous type.

Theorem 4.8 ([4]) Let k ∈ N and let � and 
 be two N-functions such that �̃−1(t)
−1(t) ≤ ϕ−1
k (t), where

ϕk(t) = t(1 + log+ t)k . If 0 < α < n and Tα is a fractional integral operator with kernel K ∈ Sα ∩ Hα,
,k , for
any b ∈ B M O and 0 < δ < ε < 1, there exists C = Cδ,ε such that for every f ∈ L∞

c (Rn)

M�
δ

(
T k

α,b f
)
(x) ≤ C

k−1∑
j=0

||b||k− j
B M O Mε(T j

α,b f )(x) + C ||b||kB M O Mα,�̃ f (x).

If the kernel verifies K ∈ Sα ∩ Hα,∞,k or K ∈ Sα ∩ H∗
α,∞, the above inequality takes the form

M�
δ

(
T k

α,b f
)
(x) ≤ C

k−1∑
j=0

||b||k− j
B M O Mε

(
T j

α,b f
)

(x) + C ||b||kB M O Mα,ϕk f (x).

The theorem above allow us to derive the following boundedness result for T k
α,b.

Theorem 4.9 Let 0 < α < n, k ∈ N ∪ {0} and N-functions η and � such that η−1(t)�−1(t) ≤ ϕ−1
k (t), be-

ing ϕk(t) = t(1 + log+ t)k . Let Tα be the fractional operator defined in (4.1) with kernel K ∈ Sα ∩ Hα,�,k , and
assume that Tα is bounded from L p0(Rn) into L p0(Rn), for some p0, q0 > 1. Let A, B and ξ be as in Theo-
rem 1.1 such that B ∈ �2 and also B̃ ∈ �2 for k > 0, and suppose that (i) of Theorem 1.1 holds. Then, for any
b ∈ B M O ∥∥T k

α,b f
∥∥

LB(Rn) ≤ C(||b||B M O)|| f ||LA(Rn),

for every f ∈ L∞
c (Rn), whenever ||Tα f ||LB(Rn) < ∞.

If Kα ∈ Sα ∩ Hα,∞ or Kα ∈ Sα ∩ H∗
α,∞, and we suppose that (i) of Theorem 1.1 holds with ξ(t) = (ϕk(t))

n
n−α ,

the result is also true.

Remark 4.10 If k = 0 and we take � ≈ η̃ in the theorem above, we recover Theorem 4.4.

Remark 4.11 The functions of the form B(t) = tβ(1 + log+ t)γ with β > 1 and γ ≥ 0 are in the hypotheses

of the previous theorem, that is, both B and B̃(t) ≈ t
β

β−1 /(1 + log+ t)
γ

β−1 satisfy the �2-condition.

P r o o f o f T h e o r e m 4 . 9 . We will prove it by an induction argument. If k = 0, the result holds by
virtue of Theorem 4.4 and Remark 4.10. Suppose now that the result holds for every 0 ≤ j ≤ k − 1. We will
prove it for k.

Let ||b||B M O = 1 and f ∈ L∞
c (Rn) such that ||Tα f ||LB(Rn) < ∞, where the kernel of Tα satisfies K ∈ Sα ∩

Hα,�,k . We will first consider the case b ∈ L∞(Rn).
Let us prove that

∥∥T k
α,b f

∥∥
LB(Rn) < ∞. By using the following formula

T k
α,b f (x) =

k∑
m=0

Cm,kb(x)k−m Tα(bm f )(x), (4.5)
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and the fact that b ∈ L∞(Rn), we have

||T k
α,b f ||LB(Rn) =

∥∥∥∥∥
k∑

m=0

Cm,kb
k−m Tα(bm f )

∥∥∥∥∥
LB(Rn)

(4.6)

≤
k∑

m=0

Cm,k ||b||k−m
L∞(Rn) ||Tα(bm f )||LB(Rn)

≤
k∑

m=0

Cm,k ||b||kL∞(Rn) ||Tα f ||LB(Rn) � ||b||kL∞(Rn) ||Tα f ||LB(Rn) < ∞.

Then, we can apply Lemma 2.2 in order to get∥∥T k
α,b f

∥∥
LB(Rn) � sup

||g||
LB̃δ (Rn )

≤1

(∫
Rn

∣∣T k
α,b f

∣∣δ |g(x)| dx

)1/δ

. (4.7)

On the other hand, proceeding as in (4.4), we obtain that for each λ > 0 the measure of the set
{

x ∈ Rn :∣∣T k
α,b f (x)

∣∣ > λ
}

is finite. Therefore, by Lemma 2.2, and using Theorems 4.5 and 4.6, we have

∥∥T k
α,b f

∥∥
LB(Rn) ≤ C

∥∥∥M�
δ

(|T k
α,b f |)∥∥∥

LB(Rn)
≤ C

k−1∑
j=0

∥∥∥Mε

(
T j

α,b f
)∥∥∥

LB(Rn)
+ ‖Mα,η f ‖LB(Rn),

where in the last inequality we applied Theorem 4.8. From the hypotheses on A, B and η, the last term is bounded
by || f ||LA(Rn) . The other terms are bounded by

∥∥T j
α,b f

∥∥
LB(Rn) for each 0 ≤ j ≤ k − 1 respectively, since B̃ε ∈ �2

for every 0 < ε < 1 and thanks to Theorem 4.6.
Now, notice that for every 0 ≤ j ≤ k − 1, ϕ j (t) ≤ ϕk(t), so

η−1(t)�−1(t) ≤ ϕ−1
k (t) ≤ ϕ−1

j (t)

and K ∈ Sα ∩ Hα,�,k ⊂ Sα ∩ Hα,�, j . Then, for each 0 ≤ j ≤ k − 1, from the inductive hypothesis,∥∥∥T j
α,b f

∥∥∥
LB(Rn)

≤ C || f ||LA(Rn) . (4.8)

Thus,
∥∥T k

α,b f
∥∥

LB(Rn) ≤ C || f ||LA(Rn) for every b ∈ L∞(Rn), with constant C independent of ||b||L∞(Rn) .
It is enough to show that we can extend the result for every b ∈ B M O . Define, for each N ∈ N, the functions

bN as

bN (x) =
⎧⎨⎩

b if − N ≤ b(x) < N ,

N if b(x) > N ,

−N if b(x) < −N .

It is easy to see that for each N , |bN (x) − bN (y)| ≤ |b(x) − b(y)|, which yields ||bN ||B M O ≤ 2||b||B M O = 2.
Moreover, since bN ∈ L∞(Rn) and f ∈ L∞

c (Rn), we have that (bN )m f → bm f when N → ∞ on L p0(Rn) and,
from the boundedness properties on Tα , Tα((bN )m f ) → Tα(bm f ) when N → ∞ on Lq0(Rn). Thus, there is a
subsequence such that both limits exist almost everywhere. By applying again (4.5) we obtain that T j

α,bNl
f →

T j
α,b f when l → ∞ almost everywhere. Therefore, from the continuity of B, Fatou’s Lemma and the fact that∥∥T j

α,bNl
f
∥∥

LB(Rn) ≤ C || f ||LA(Rn) we get

∫
Rn

B
(

|T j
α,b f (x)|

2|| f ||LA(Rn)

)
dx =

∫
Rn

lim
l→∞

B
⎛⎝ |T j

α,bNl
f (x)|

2|| f ||LA(Rn)

⎞⎠ dx

≤ lim inf
l→∞

∫
Rn

B
⎛⎝ |T j

α,bNl
f (x)|

2|| f ||LA(Rn)

⎞⎠ dx ≤ 1,
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which means that
∥∥T j

α,b f
∥∥

LB(Rn) ≤ 2|| f ||LA(Rn) < ∞. Finally, by the homogeneity of the norm we have that∥∥T j
α,b f

∥∥
LB(Rn) ≤ 2||b|| j

B M O || f ||LA(Rn) < ∞ for every 0 ≤ j ≤ k − 1 as desired.
If K ∈ Sα ∩ Hα,∞,k or K ∈ Sα ∩ H∗

α,∞, the only difference we will find in the previous proof is that the
maximal operator that controls Tα is the fractional maximal operator Mα,ϕk , as Theorem 4.8 shows. It is easy to
see that the function ξ(t) = (ϕk(t))

n
n−α satisfies the relation ξ−1(t) ≈ t−α/nϕ−1

k (t), so the Dini type condition (i)
of Theorem 1.1 that involves this function and A and B is sufficient for the boundedness of Mα,ϕk . The rest of the
proof is the same.

We give finally the proof of the characterization of the boundedness of higher order commutators of the
fractional integral operator in Orlicz spaces.

P r o o f o f T h e o r e m 1 . 8 . Since the kernel of Iα belongs to Sα ∩ H∗
α,∞, the proof of Theorem 4.9 shows

that condition (i) is sufficient.
To see that the Dini type condition (i) is necessary, we will make a lower estimate of the k-th order commutator

of Iα , for the particular symbol b(x) = log |x | ∈ B M O and fδ = χB(0,δ) for δ > 0.
Let us suppose that |x | > 2δ. Then, for each y ∈ B(0, δ),

b(x) − b(y) ≥ log (|x |/δ) = log 2 + log (|x |/2δ) ≥ C(1 + log+ (|x |/2δ)).

Thus, for those values of x ,

I k
α,b fδ(x) =

∫
B(0,δ)

(b(x) − b(y))k

|x − y|n−α
dy

≥ Ck(1 + log+ (|x |/2δ))k ωnδ
n

(3|x |/2)n−α

= C(α, n, k)ωα/n
n δα (1 + log+(|x |/2δ))k

(|x |/2δ)n−α
.

By defining η(t) = t1/(n−α)(1 + log+ t)k/(n−α) , it is easy to see that there exists a constant D > 1 such that

D−1η−1(t) ≤ tn−α(1 + log+ t)−k ≤ Dη−1(t),

so I k
α,b fδ(x) ≥ C(α, n, k)ωα/n

n δα/Dη−1(|x |/2δ) = C̃ω
α/n
n δα/η−1(|x |/2δ) for |x | > 2δ.

Then, by considering 0 < λ < C̃ω
α/n
n δα/η−1

(
21/n

)
, we have that∣∣{x ∈ Rn : |I k

α,b fδ(x)| > λ
}∣∣ ≥ ∣∣∣∣{x ∈ Rn : |x | > 2δ and C̃ωα/n

n δα/η−1(|x |/2δ) > λ

}∣∣∣∣
≥
∣∣∣∣{x ∈ Rn : 2δ < |x | < 2δη

(
C̃ω

α/n
n δα

λ

)}∣∣∣∣
= ωn2nδnη

(
C̃ω

α/n
n δα

λ

)n

− 2nδn ≥ ωn2n−1δnη

(
C̃ω

α/n
n δα

λ

)n

= ωn2n−1δnξ

(
C̃ω

α/n
n δα

λ

)
,

being ξ(t) = t
n

n−α (1 + log+ t)
kn

n−α , which is a submultiplicative Young function. Hence, from the above estimate
we obtain ∣∣{x ∈ Rn :

∣∣I k
α,b fδ(x)

∣∣ > λ
}∣∣ ≥ C̃2n−2ω

1+α/n
n δn+α

λ
ξ ′
(

C̃ω
α/n
n δα

2λ

)
.

By following the ideas in (3.9), we obtain the desired Dini type condition. �
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