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Abstract

This work deals with the problem of deriving theoretical connections between rheology
and interparticle forces in colloidal suspensions. The nature of interparticle forces de-

Žtermines the colloidal structure crystalline order due to long range repulsive forces,
.flocculation due to attractive forces, etc. and hence, the flow behavior of suspensions. The

aim of this article is to discuss how these interactions enter the modeling of rheometric
functions, in particular, the shear viscosity. In this sense, the main interactions commonly
appearing in colloids are reviewed, as well as the role they play in phase transition behavior.
Then, a series of approaches relating the interaction potential to viscosity is examined. The
results of applying these models to experimental data are also discussed. Finally, examples
of viscosity modeling for different interaction potentials are given, by using the structural
model proposed previously by the authors. The possibility of relating the flow behavior of
colloidal suspensions to the interaction between particles offers new perspectives for the
study and technical applications of these systems. � 2002 Elsevier Science B.V. All rights
reserved.
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1. Introduction

During the last decade, significant progress has been made in understanding the
effect of the thermodynamic interactions on rheological properties of colloids
� �1�4 . This progress results from the development of new methods of preparation
and characterization, which lead to a more precise quantification of the physico-
chemical parameters in the system. Light scattering techniques have played a

� �crucial role in determining characteristic diffusion times 5 and elucidating phase
� �transition behavior 6 . The knowledge of microstructural changes under shear has

also been improved by means of optical measurements simultaneous to rheometry
� �7 . Nevertheless, the absence of appropriate modeling very often results in the lack
of quantitative predictions of rheological behavior as a function of the physico-
chemical variables. In principle, a model that involves a correct description of the
microstructure should allow one to predict the rheological functions starting from
the knowledge of the potential energy between particles. The inverse problem is
equally interesting: determining the interaction potential from either a flow curve
Ž . Ž .viscosity or a dynamic response elastic modulus and then using it to predict how
concentration, solvent quality or ionic strength influence the rheological functions.
In fact, for industrial applications, an appropriate connection between macroscopic
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rheology and microstructure is required to design procedures of on-line characteri-
zation.

The arrangement of particles in a colloidal dispersion, and hence the mechanical
response, is determined by the nature of the interaction forces. The ‘microstruc-
ture’ resulting for a given interaction can be well described in quiescent conditions
� �2 . For this reason, rigorous calculations of the rheometric functions are limited to
situations where the colloidal structure is not affected significantly; that is, the high

� � � �frequency limit of the dynamic modulus 8,9 and the low shear viscosity 1,10 .
Nevertheless, the rheometric function of interest in most of practical situations is
the viscosity as a function of shear stress. Since the description of the microstuc-
ture under shear flow is rather difficult, this function is generally treated in a

� �phenomenological context, usually on the basis of scaling principles 11�14 .
Precisely, the aim of this article is to discuss how the interaction potential enters
the viscosity modeling of concentrated suspensions. In this sense, we firstly review
the phenomenological models relating viscosity to interparticle forces found in the
literature. Then we revise the main features of the model previously proposed by
the authors, underlining the differences with other models. It should be noted that
calculations from non-equilibrium statistical dynamics clearly involve the pair

� �potential 15,16 . Nevertheless, these methodologies usually demand rather
elaborate computations. In contrast, in the present review we consider a group of
models useful for practical purposes. The article is organized as follows. Section 2
is devoted to recall the main interparticle forces acting in colloidal systems
Ž .DLVO, hydration, depletion and polymer�polymer interactions . The influences
of these colloidal interactions on phase transition behavior are reviewed in Section
3 and the connection with the dynamic modulus of the suspension is mentioned in
Section 4. In Section 5 we review the approaches relating the viscosity of concen-
trated dispersions to interparticle forces. Finally, in Section 6, the prediction of the
structural model for different systems is analyzed and examples of application are
given.

2. Pair interaction energy in colloidal dispersions

2.1. �an der Waals interaction

In colloidal systems, the first interaction to be accounted is that resulting from
the London�van der Waals dispersion forces. For spherical particles of radius a
separated by a center-to-center distance R, the interaction has the following

� �expression 1,17

2 2 2 2A 2 a 2 a R � 4apmp Ž .U � � � � ln 1A 2 2 2 2ž /6 R � 4a R R
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where A is the Hamaker constant for two particles acting across the medium.pmp
On the basis of the Lifshitz theory, A is always positive for two identicalpmp

� �particles, hence the interaction U is always attractive 18 . Approximate values ofA
A can be obtained as A1�2 � A1�2 � A1�2 , where A and A are thepmp pmp pp mm pp mm

� �Hamaker constants of the particle and the medium, respectively 18 . In the case of
Ž .surfaces with adsorbed layers, for instance polymer covered particles, Eq. 1 can

be written in terms of the Hamaker constants of the individual media: core
� � Ž .particle, polymer layer and solvent medium 19 . Eq. 1 is inaccurate at R � a

because of retardation effects; nevertheless this interaction decreases rapidly and is
not relatively important at large distances. The van der Waals interaction can be

� �also suppressed by matching the optical indices of particles and solvent 1,18 .

2.2. Electric double layer interaction

Electrically charged particles in aqueous media are surrounded by counterions
and electrolyte ions, namely, the screening double layer. As two particles approach
each other, the overlapping of double layers leads to long-range repulsive forces

� �due to entropic effects 18 . The profile of the interaction depends on the ratio
between the particle size and the Debye screening length ��1. For two identical

� �particles with surface potential � , the repulsive interaction is 17 ,o

2 Ž . � Ž .� Ž .U � 2��� a 2 a�R exp �� R � 2 a ; � a � 5 2aR o

2 � � Ž .�4 Ž .U � 2��� aln 1 � exp �� R � 2 a ; � a � 5 2bR o

where � is the permittivity of the medium, k is the Boltzman constant and T isB
Ž 2 2 .�1�2the absolute temperature. For a z�z electrolyte, � � �k T�2 z e n whereB b

e is the electronic charge and n is the density number of ions in the bulk. Forb
concentrated systems, in addition to all species of added salt, it is required to take
into account the charge of counterions that balance the surface charge of colloidal

� �particles. Therefore an effective screening length can be written as follows 1 ,

1�23Z�
Ž .� � � 1 � 3eff 3ž /Ž .8� a z 1 � � nb

ŽIn this equation, n is referred to the solvent volume usually, series suspensionsb
are prepared by diluting a concentrated suspension with the solution used as

� �. Ž .dialyzate 20 . The second term between brackets in Eq. 3 represents the
contribution of counterions, where Z is the mean number of charges per particle

Ž .and the factor 1 � � accounts for the reduced volume available to electrolyte due
to the presence of particles. Also the surface potential can be expressed in terms of

Ž .the surface charge as, � � Ze�4��a 1 � � a . Thus, the mean number of chargeso
� �Z is usually taken as an adjustable parameter to fit experimental results 6,21,22 .
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Fig. 1. Dimensionless pair potential as a function of the relative center-to-center distance between
Ž . �2 1 Ž .particles. Data for numerical calculations are: Eq. 1 , A � 4 � 10 J; Eq. 2b , a � 100 nm,pmp

�1 0 2 2 Ž . 2� � 25 mV, � a � 35, � � 7.08 � 10 C �Nm , T � 293 K; Eq. 4 , �G � 0.5 mJ m , � � 1 nm;o pwp
Ž . 3Eq. 5 , 	 � 10 Pa, 
�a � 0.1.

� �Other expressions for U and � were proposed in the literature 1,17 . TheR o
Ž . Ž . Ž .combination of Eq. 1 with either Eq. 2a or Eq. 2b constitutes the well-known

DLVO theory for the interaction in charged colloids. Fig. 1 shows schematically
the potential curves predicted by these equations.

2.3. Hydrophilic interaction

Here we include the hydration repulsive forces, also called structural forces,
� �which are relevant for several systems in aqueous media 23,24 . The interaction

arises from highly hydrophilic surfaces that cause molecular order in the adjacent
and neighboring water molecules. This superficial hydration leads to a repulsive
force between surfaces, which decays exponentially with a characteristic length

� �� � 1 nm 18,25 . The corresponding interaction energy for spherical particles can
� �be obtained through the Derjaguin approximation 17,18 . The result is,

� Ž . � Ž .U � �G � a�exp � R � 2 a �� 4S pwp

� �where �G is the free energy of interaction between two particles in water 24 .pwp
This short-range interaction contributes significantly to the total pair potential of

� �proteins, mica, silice and clay particles 17,18 . In fact, a combination of DLVO and
Ž .hydration forces Fig. 1 have been used in the recent literature to interpret direct

� �measurements of the forces between protein-covered oil droplets 26 and rheology
� � � �of protein 27,28 and clay suspensions 29 .
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2.4. Depletion interaction

When macromolecules are added to a suspension of colloidal particles, an
attractive interaction is generally observed. The mechanism involved is either
bridging or depletion, depending on the net interaction between the particles, the

� �macromolecules and the solvent 1,17,18 . In fact, if the polymer chains are able to
adsorb onto particle surfaces, and if there exists free binding sites on the opposite

� �surfaces, allowing bridging attraction to occur 18 . This interaction is exponentially
decaying with a characteristic distance of the order of the segment polymer length
� �30 . Nevertheless, if particles are fully covered by the adsorbed polymer the

Ž .interaction is mainly repulsive see next section . On the other hand, non-absorbing
polymers are excluded from particle surfaces. Thus, if particles are relatively large
compared with the polymer, attractive particle�particle forces arise by the mecha-

� �nism of depletion 1,17,18 .
Different approaches have been proposed to explain depletion interaction in

� �colloidal dispersions 31 . Here we consider the exclusion volume theory derived by
� �Asakura and Oosawa 32 , which has been proven to be useful for different systems

� �22,26,33�39 . In this theory, the depleting species are assumed to have an
equivalent-hard sphere radius 
 and, consequently, to be completely excluded from

Ž . Ž .the gap between particles when R � 2 a � 
 see Fig. 2 . Thus, there is a
Ždepletion layer of thickness 
 surrounding the particles this is in contrast with the

� �theory of de Gennes 40 which considers the depleting species as flexible polymer
chains and hence the existence of a polymer density profile next to particle

.surfaces . The difference in the osmotic pressures between the depleted zone and
the bulk solution leads to an attractive interaction between particles, which is

� �written as follows 22,31 ,

	 34� 3R R3Ž . Ž .� a � 
 1 � � 	 ; R � 2 a � 
3
 Ž .ž /Ž .U � 53 4 a � 
 Ž .16 a � 
D � Ž .0; R � 2 a � 


For ideal solutions, the osmotic pressure of the bulk is 	 � �k T , where � is theB
number density of macromolecules. An extension of the van’t Hoff equation can be

� �used to account for the non-ideality of the polymer solution 41 . Assuming, as
mentioned above, that the depleting species are spherical, the second virial
coefficient is four times the volume of the macromolecule. Then the following

Ž � �.expression can be written see also, 34,35

Ž . Ž .	 � �k T 1 � 2nM�� N 6B m A

where N is the Avogadro number, M is the mean molecular weight of polymerA
and � its mass density. In addition, it is suggested in the literature that them
depletion potential varies with salt concentration when the depleting species are

� �electrostatically charged 42�45 . The effect arises mainly through the ionic strength
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Fig. 2. Schematic representation of a pair of particles of radius a and depleting species of exclusion
radius 
.

dependence of the exclusion thickness 
. To take this effect into account, we
� �suggested an effective exclusion radius as follows 39 ,

�1 Ž .
 � r � b� 7g

Žwhere r is the average radius of gyration of polymer and b is a constant ag
�1 � �.proportionality between 
 and � has been suggested elsewhere 43 . Finally,

assuming the additivity of DLVO and depletion forces, the total particle�particle
Ž . Ž . Ž . Ž .interaction can be calculated by using Eqs. 1 , 2a , 2b and 5 . As shown in Fig.

1, the attractive depletion interaction may yield a secondary minimum in the
potential curve. Thus, depletion interaction generally leads to weakly flocculated
suspensions.

2.5. Polymer�polymer interaction in good sol�ents

This interaction is common to several colloidal systems such as those containing
Ž .polymer-covered particles grafted or adsorbed , microgels and star polymers. As

shown schematically in the inset of Fig. 3, L is the thickness of the layer formed by
the polymer chains attached to the core and h � R � 2 a is the surface-to-surface
distance between cores. Polymer is usually added to stabilize the suspensions: if the
thickness L is large enough, the van der Waals attraction between cores is
negligible in comparison to the Brownian thermal energy. This is the origin of the

� �term ‘steric’ stabilization 46,47 . Indeed, the overlap of polymer layers reduces the
volume available to each single chain, and hence increases the free energy �G,
producing a repulsive force between particles. The sign of the interaction is,
however, governed by the Flory�Huggins interaction parameter, �, which measures

� �the affinity between the solvent and the polymer chains 48 . According to the
� �description of Napper 47 , the free energy of mixture involves the proportionality,
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Fig. 3. Dimensionless pair potential as a function of the relative surface-to-surface distance between
� Ž .�particles. The full line represents the theory of de Gennes Eq. 8 . The dashed line, whose slope is

� Ž .��2�, is the exponential approximation Eq. 9 . Inset: schematic representation of a pair of polymer-
covered particles.

Ž .�G�k T  1�2 � � . So the interaction is repulsive in good solvents, for whichB
Ž .� � 1�2. In contrast, in poor solvents � � 1�2 an attractive interaction arises. In

order to control particle aggregation, � is usually varied by changing the solvent
� � � � � �49 , the pH 50 or the temperature 51 . In fact, the adhesiveness of particles
strongly depends on temperature, and this effect directly influences rheology
� �51,52 .

The repulsive interaction between polymer ‘brushes’ in good solvents has been
� �studied by means of both experimental and theoretical methods 1,18,46,47,53�56 .

Here we consider the interaction energy between polymer-covered flat surfaces
� �derived by de Gennes 54 , which accounts for the osmotic repulsion between

polymer layers and the elastic energy of the chains. In particular, the interaction
law decays rapidly with distance and it vanishes at h � 2 L. Therefore, the
interaction potential between spherical particles can be obtained accurately by

� � � �using the Derjaguin approximation 57 . The following expression results in 14 ,

�1�4 11�4264� aL k T 1 h 1 h 3 h 3B Ž .U � � � � 8P 3 ž / ž / ž /5 2 L 77 2 L 35 2 L 11s

where s is the mean distance between the chain attachment points at the core
Ž .surface. The profile of the interaction predicted by Eq. 8 is presented in Fig. 3.

� �For practical purposes, one may also follow the suggestion of Israelachvili 18 , i.e.
the interaction energy is roughly exponential and can be written,

Ž . Ž .U � A k Texp ��h�L 9P P B
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Ž . Ž .Fig. 4. Diagrams of the simplified interactions: a hard sphere potential; b square well potential. The
dashed lines represent the ‘true’ pair potentials.

2 3 Ž � �.where A � 100aL �� s see also 56 . Similar results were reported for theP
� � Ž .interaction between star polymers 58 . The prediction of Eq. 9 is also drawn in

Ž .Fig. 3 dashed line . A good agreement is observed, except for the limits corre-
sponding to very low and very high polymer layer overlapping.

2.6. Simplified forms for potentials

2.6.1. Hard sphere potential
Particles interacting through purely repulsive potentials behave as equivalent-

Ž .hard spheres HS . In fact, particles cannot approach each other more than a
certain distance, due to the strongly repulsive forces between them. It is then
thought that there exists a cut-off potential at R � R , as shown in Fig. 4a. Thisca
distance of closest approach, R , defines an equivalent-HS radius, a � R �2ca HS ca
Ž .Fig. 4a . Thus, the HS potential is written,

�; R � 2 aHS Ž .U � 10HS ½ 0; R � 2 aHS

The most appropriate way to calculate a is the perturbation theory forHS
� �molecular liquids developed by Barker�Henderson 59 . This theory provides,

1
� Ž Ž . .� Ž .a � a � 1 � exp �U R �k T d R 11HBH B2 2 a

Ž .where U R is the repulsive part of the pair potential. Corrections to the
� �Barker�Henderson model have been proposed in the literature 60�62 in order to

add a concentration-dependence to the reference HS radius. Alternatively, in the
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� �case of electrostatic repulsion, an effective HS radius was derived by Russel 63,64
from the dimensional analysis of the conservation equation for the pair distribution
of particles. In the limit of very low shear rates, the results is,

1
�1 � � Ž .�4 Ž .a � � ln ��ln ��ln �� . . . ; � a � 1 12R 2

2 2 Ž .where � � 4��� a �exp 2� a �k T. This equation is valid for systems with thicko B
double layers. For thin double layers, the inclusion of the appropriate expression

� �for interparticle forces into the conservation equation leads to 65 ,

1
�1 Ž .a � a � � ln��; � a � 1 13Q 2

Ž .�2 2Ž .with �� � 32��k T� a ze tgh ze� �k T . Putting ln���2 � b, one obtainsB o B
Ž .Eq. 7 , which expresses the underlying idea that the thickness of the exclusion

layer is of the order of the screening length. Finally, it should be said that the HS
potential works well for steeply decaying interactions such as steric or strongly

Ž .screened DLVO interactions high ionic strength . On the contrary, for elec-
trostatic stabilized systems at low ionic strength, the potential curve decays slowly

Ž .and the equivalent HS diameter is difficult to determine see Section 6.3 . Particles
interacting through such ‘soft’ potentials are then called ‘soft spheres’.

2.6.2. Square well potential
One may also write simplifications for systems in which, in addition to the HS

repulsion, a weak remaining attraction is present. In fact, if the range of the
interaction potential is short compared to the particle radius, details of the
potential curve are not important and particles behave simply as sticky or adhesive

Ž . Ž .hard spheres AHS . The interaction is described through the square well SW
� �potential 66 ,

�; R � 2 a	 HS
 Ž .�U ; 2 a � R � 2 a � �U � 14w HS HSSW � 0; R � 2 a � �HS

where the width � measures the range of the interaction and the well-depth Uw
Ž .represents the magnitude of the attractive energy Fig. 4b . This potential, as well

� �as the limiting form defined by Baxter 67 , is widely used to interpret structure
� � � � � � � �68 , phase transition 69 , particle diffusivity 70 and rheology 52,71,72 of
polymer-covered colloids. In these works, the magnitude of U is directly related tow
the Flory�Huggins parameter �.



( )D. Quemada, C. Berli � Ad�ances in Colloid and Interface Science 98 2002 51�85 61

Fig. 5. Schematic 2D-diagram of the equilibrium distribution of particles in a dispersion of hard
spheres. Volume fractions at which transitions arise are: freezing, � � 0.494; melting, � � 0.545;F M
glassy, � � 0.58. Also random close packing, � � 0.637 and face-centered cubic array, � � 0.74.G RCP FCC

3. Concentration regimes and phase transitions

3.1. General background

� �As stated by Tadros 3 , the first step towards understanding the properties of
suspensions is analyzing the distribution of particles in the system. In this sense, it

Ž .is common to use the pair distribution function g R provided by statistical
� �mechanics 1,2 . For the purposes of this article, we shall resume some concepts by

using the schematic representation shown in Fig. 5. The model system composed of
monodisperse HS of radius a dispersed in a Newtonian fluid of viscosity � isF
considered. The particle arrangements in the system depend on the volume space
occupied by the particles in relation to the total volume. Hence, the key parameter
characterizing the microstructure is the volume fraction � � n4� a3�3, where n is
the number density of particles.

At low �, the mean distance between particles is large compared to particle
radius. Thus, particles are able to move freely throughout the medium driven by
Brownian forces. The translational diffusion coefficient is given by the Stokes�Ein-

Ž .stein relation, D � k T�6�� a. This regime � � 0 is considered as the dilute0 B F
Žlimit. As � increases, hydrodynamic interactions i.e. the influence on a ‘tagged’

.particle of the flow field generated by the movements of its neighbors as well as
the probability of collision between particles become important. As a consequence,
the Brownian motion of the ‘tagged’ particle is hindered by the presence of the
other ones. This effect is observed through the self-diffusion coefficient, which can

� �be measured in the short- and long-time limits 5 . These limiting coefficients are,
DS, representing the local motion of particles over distances smaller than particleS
radius, and D L, representing the motion over distances equivalent to severalS

S L � �particle radius, respectively. Both D and D decrease with concentration 73 . InS S
this region the suspension is considered to be concentrated.

At higher �, colloidal suspensions present a thermodynamic phase transition, the



( )D. Quemada, C. Berli � Ad�ances in Colloid and Interface Science 98 2002 51�8562

onset of which is the freezing concentration � � 0.494. There is then a coexis-F
tence of liquid and colloidal crystals in the region � � � � � . Above theF M
melting concentration, � � 0.545, the system is fully crystallized. This behaviorM

� �has been predicted by computer simulations 74 and then confirmed experimen-
� �tally 1,75 . At these concentration levels, the motion of individual particles is

strongly constrained due to the presence of the neighbors. Hence particles diffuse
� �slowly and a glassy transition occurs when � reaches � � 0.58 76�78 . At thisG

concentration, D L � 0, meaning that each particle is confined into a transientS
cage formed by its nearest neighbors. The short-time diffusional coefficient re-
mains finite in this region, indicating a vibrational motion of particles within the

� � S � �cage 73 . Furthermore, D vanishes at � � 0.637 10,79,80 , the concentrationS RCP
� �at which the system reaches the random close packing 81 . The suspension

concentration could be still increased up to � � 0.74, where particles becomeFCC
closely packed in a face-centered cubic array. The transitions described above
occur at the indicated volume fractions for particles that are spherical, rigid,

Ž .monodisperse and without surface forces interacting only through hydrodynamics .
Polydispersity in size, shape or surface charge, strongly affects the distribution of

� �particles and hence the order�disorder transitions 6,82,83 . It is easily understood
that small particles occupy the space among the larger ones, and, at the same time,
are more difficult to get entrapped between the neighbors. The overall result is a
shift of phase transitions to higher volume fractions.

The main macroscopic feature of the liquid to solid transition in colloidal
systems is the divergence of the low shear viscosity � . One must comment here0
that the exact volume fraction at which this rheological response occurs is still a
matter of debate in the literature. In the limit of very low shear stress, the
distribution of particles is not affected significantly by the viscous forces. Hence,

� �the expectation is that � should diverge at the glass transition 76 ; i.e. as0
� � 0.58. This was indeed confirmed in recent measurements on nearly monodis-

� � � �perse HS 84,85 . Nevertheless, former works from de Kruif et al. 86 , Jones et al.
� � � �87 and Buscall et al. 88 had been shown that � diverges when � approaches0
0.63, a value that almost coincides with � . Other works, such as that ofRCP

� �Marshall and Zukoski 89 , report the divergence of � at � � 0.6. The problem is0
closely related to the concentration dependence of the diffusional coefficient. In
fact, the equilibrium distribution of particles after shear perturbation is restored by

� �Brownian motion. Brady 10 argues that, for small departures from equilibrium,
the short-diffusivity of particles is sufficient to relax the structure. Thus, the author

Ž .�2found, � �� � 1 � ��� , which diverges as � � � � � : one factor0 F m m RCP
Ž . Ž .1 � ��� comes from the divergence of g R at contact and the other from them

S � � Ž .vanishing of D 10 . It is worth noting that the above relation, � � , had beenS
� �found previously 90,91 as the functionality that minimizes the rate of viscous

energy dissipation in concentrated suspensions under shear flow. On the other
hand, there is important evidence in the literature that the scaling � �� � D �D L

0 F 0 S
� �holds for concentrated suspensions of HS 80,92�94 . This result suggests that the

structural relaxation after shear deformation involves the diffusion of particles over
distances higher than the particle radius. Furthermore, since D L vanishes asS
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� � � , it seems to be theoretically correct that � diverges as � approaches theG 0
� � L Ž .2glass transition 76,85 . The scaling D �D � 1 � ��� � � �� was also0 S m F 0

� �found by Brady 95 from theoretical arguments. Nevertheless, as mentioned above,
this author suggests � � � . Finally, several reasons may be invoked for them RCP
inaccuracies in the experimental determination of the volume fraction at which �0
diverges: the presence of polydispersity, non-negligible particle�particle interac-

Ž . Ž .tion, the calculation of �, the goodness of the model � � if used , or more
Ž � � � �.probable, a combination of these factors see the discussions in 85 and 89 .

3.2. Effect of interparticle forces

Particle�particle interactions are crucial in determining order and phase transi-
tions. In particular, the presence of long range repulsive forces keep particles apart

� �from one another, leading to crystalline order at low particle concentrations 1 .
Furthermore, since diffusivity of particles is strongly diminished, the liquid to solid
transition also appears at relatively low volume fractions. In fact, as described in
Section 2.6.1, repulsive interactions increase the effective radius of particles up to
the HS-like value, a , which is half the distance of closest approach. The effectiveHS

Ž .3volume fraction is then � � � a �a � �. Consequently, the system reachesHS HS
� Ž .3the glass transition at the critical concentration � � � a�a , i.e. before thatG HS

the true volume fraction � reaches � . This behavior is typically found withG
� � � �charge stabilized particles 1 as well as with polymer-covered particles 75 .

Ž � �.Nevertheless, most of phase transitions and phase separations; see 22,37 found
in colloidal systems are due to the presence of attractive forces amongst particles.
In fact, attractive potentials yield flocculation and, consequently, formation of
particle clusters. At low particle concentrations, clusters are not interconnected
and the suspension remains liquid-like. In contrast, above the critical concentration
at which the percolation threshold is reached, clusters are interconnected and the

� �system becomes solid-like. The recent work of Weitz and co-workers 96 shows
remarkable similarities between the gelation of attractive colloids and the glass
transition. As mentioned above, the fluid�solid transition in HS systems occurs
when particles get trapped into transient cages and diffusion is no more possible.
Similarly, the gelation in aggregating colloids occurs when clusters become crowded.

� �For clusters or radius R and fractal dimension d 97 , the cluster concentration isC f
Ž .3�d f� � � R �a � �. Thus one can see that the transition occurs at a criticalC C

concentration, ��� , which is lower than � . The value of ��� depends on theG
magnitude of the interaction energy at contact: strong attraction yields clusters
loosely packed, so the higher the interaction, the lower the critical concentration

� �for gelation 96 . It is worth noting that in both well-stabilized and aggregating
Ž �colloids, the critical concentrations at which the liquid�solid transition occurs �

�� .and � , respectively decrease as the magnitude of the interaction energy in-
Ž .creases repulsive barrier in one case and potential well in the other .

Finally it should be mentioned that strong interparticle forces leading to struc-
� �tural order can be induced by means of external fields 6 . The application of
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Fig. 6. Relative viscosity, as a function of the dimensionless shear stress, for latices dispersed in water
Žat 20�C. The particle radius is a � 100 nm and the ionic strength is 1 mM data from Richtering and

� �co-workers 20,152 .

electrical or magnetic fields yield the formation of non-isotropic structures in
� � � �electro- 98 and magneto- 99 rheological fluids, respectively. In both cases, the

mechanism involved is the induction of oriented dipole�dipole interactions. Such
systems are, however, out of the scope of this review.

3.3. Rheological consequences of phase transitions

Having outlined the sources of phase transitions, following we describe some
rheological consequences in the case of well-stabilized suspensions. At low �, the

Ž .suspension viscosity as a function of shear stress, � � , presents a general shape
that involves a low shear Newtonian plateau followed by a shear-thinning region
which ends in a second Newtonian plateau at high shear stress. As � approaches
�� the crowding of particles strongly affects the flow behavior of the suspension.

� Ž .Indeed, at � � � , the low shear plateau of � � disappears and, instead of it, an
apparent yield stress � develops. This is a common feature appearing in disper-Y

Ž . Ž .sions of electrically charged latices Fig. 6 , microgels Fig. 7 and polymerically
� �stabilized particles 11,100,101 . As mentioned above in Section 3.2, the transition

occurs long before that the true volume fraction reaches � . For the examplesG
shown in Figs. 6 and 7, the critical values are �� � 0.35 and �� � 0.033, respec-
tively.

One can see that, for � � �� , rheology is governed mainly by Brownian motion
and the suspension is ‘a liquid’. At concentrations above �� , rheology is governed
by interparticle forces and the suspension behaves virtually as ‘a solid’, presenting
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Fig. 7. Relative viscosity, as a function of the dimensionless shear stress, for microgels dispersed in a
Žgood solvent at 20�C. The hydrodynamic radius of particles at high dilution is 117 nm data from Tassin

� �and co-workers 149,150 .

elasticity and yield stress. Fig. 8 presents a schematic representation of a
stress�concentration phase diagram, which can be obtained by plotting � as aY

function of �. The curve of rheometric data defines the transition between the
Ž . Ž .zone of liquid-like behavior left and the zone of solid-like behavior right . The

diagram also shows that, for a given volume fraction higher than the critical one,
shear stress induces a solid-to-liquid transition. Note that the gradient velocity field

Ž � �.can induce further transformations in complex fluids see, for example, 102,103 .
The curve in Fig. 8 can be also drawn from values of the high frequency shear
modulus G �. In fact, the ratio � �G � appears to be nearly constant for different Y 

� �colloidal systems, with values in the range, 0.02 � � �G � � 0.04 14,104�106 . ItY 

is worth noting that the feature presented in Fig. 8 is a general behavior for
� �concentrated suspensions, including aggregating systems 36,107,108 for which the

critical value is ��� , as discussed above.

4. Relation between the interaction energy and the elastic modulus

Applying small amplitude oscillatory shear perturbs slightly the microstructure
and hence the measured shear modulus reflects both the interparticle energy and
the structure. In particular, the high frequency limit G � is rather accessible to

theoretical treatments and it has been the object of intensive research from several
� �authors. Calculations of G � usually lead to integro-differential equations 8
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Fig. 8. Schematic representation of the general stress�concentration phase diagram appearing in
colloidal dispersions. The full and dashed lines show the transition for repulsive and non-interacting
particles, respectively.

Ž . Ž .involving the interparticle energy U R and the pair distribution function g R , as
� �well as hydrodynamic functions in the more rigorous approaches 16,109 . The

� �expression of Zwanzig and Mountain 8 ,

2 2 Ž .2�n d � U R
� 4Ž . Ž .G � nk T � g R R d R , 15H B 2ž /15 d R �R0

which was derived for molecular fluids, is the common starting point to obtain
Ž .useful expressions allowing to correlate the modulus G � with the potential U R in

Ž .colloids dispersions of latices, polymerically stabilized particles and microgels .
The approximations found in the literature differ from one another mainly in the
approximation used to evaluate the pair distribution function. When strongly

Ž .repulsive forces are present and particles order in a crystalline array, g R can be
� � � �included as a delta function 9,11,110 . For instance, Evans and Lips 110 obtained,

Ž . 2 Ž .N � 4 �U R � U Rnn m� Ž .G � nk T � � 16 B 2ž /5�R R �R �R

where � is the maximum packing fraction and N is the corresponding numberm nn
of nearest neighbors. The approximations obtained in this way are in excellent
agreement with expressions of G � derived independently by considering the stress

� �tensor of a crystalline array under small shear deformation 111�113 . Calculations
Ž . � � Ž .from Eq. 15 were also carried out 20,114 by including g R according to the

� �Carnahan and Starling expression 115 with an equivalent-HS volume fraction.
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5. Review of viscosity models involving the interaction energy

5.1. Models deri�ed from the classical theory of the acti�ation process

The first attempt grounds on Eyring’s theory of rate processes for molecular
� � � �fluids 116 . Ree and Eyring 117�119 extended this theory to explain shear

viscosity of concentrated suspensions. The particle motions are described as jumps
from the cage formed by the nearest neighbors to holes into the adjoining cages.

Ž . 2The frequency of jumps is f � f exp ��U�k T , where f � D �a and �U is0 B 0 0
the activation energy . Under shear, this frequency is modified due to the shear-
induced change of the energy barrier: �U� � �U � ��. In the term proportional
to the stress, the signs � or � account for jumps in or against the flow direction,
respectively, and the factor � is related to the size of the cage. As the shear rate is
proportional to the difference between the frequencies of the two types of jumps,

Ž . Ž . �1 Ž .one obtains � � 1�� sinh ���k T , where � � f exp �U�k T . Thus, the˙ B 0 B
�1Ž .non-Newtonian viscosity of monomolecular fluids results, � � Asinh �� ���,˙ ˙

with A � �k T��. For multicomponent systems the authors proposed, � �B
�1Ž .Ý A sinh � � �� �, where i � 1,2, . . . identifies each flow unit in the system. In˙ ˙i i i i

Ž . Ž .the case of colloidal particles i � 1 and solvent molecules i � 2 one has,

�1 Ž .sinh � �̇1 Ž .� � A � A 171 2� �̇1

Ž .since � � � 1. Eq. 17 was successfully applied to shear flow data of synthetic˙2
� �rubber latex at different volume fractions and temperatures 120 . A more precise

� �analysis at low shear rates was carried out by using three flow units 121 .
� �Baxter�Drayton and Brady 122 recently applied this theory to model the

viscosity of flocculated colloidal dispersions, in particular electro-rheological fluids.
Similar arguments on the stress-induced variation of the activation energy barrier
lead to,

�1 Ž .sinh ���̇
Ž . Ž .� � � � � � � 180  ���̇

where � and � are the limiting viscosity values for � � 0 and � � , respec-˙ ˙0 

Ž . Ž .tively. In contrast to Eq. 17 , the relaxation time in Eq. 18 depends on the
Ž 2 .Ž .�1 Ž .interaction energy as �� � c a �D �U�k T exp �U�k T , where c is a0 B B

proportionality constant related to the network structure. This scaling allowed the
Ž .authors to obtain a single universal curve � � � ��� . In the framework of˙

Ree�Eyring model, the suspension flows when particles diffuse out of their mutual
potential wells. It is noteworthy that the network rearrangement process occurs not
on the particle diffusion time scale f�1 � a2�D , but on the ‘escape time’ scale ��.0 0

� �The model developed by Ogawa et al. 12 considers the shear stress in colloidal
suspensions as composed of two terms, the viscous stress � and the particle stressv

� � �� . The first term is included according to the equation of Krieger 122 see nextp
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Ž .�Eq. 22 . The second term, which involves the interparticle potential, is derived in
the context of the activation processes. The relative viscosity is written as follows,

�2 .5� 3m� � �U c d �2 Ž .� 1 � � c �exp � 191ž / ž /� � k T �k TF m B B

Ž .In the interaction term, c and c theoretically ��6 are numerical constants1 2
Ž .and d is the particle diameter. Also in Eq. 19 , the height of energy barrier, �U, is

taken to be proportional to the pair potential of particles at the mean distance of
Ž .separation. In the viscous term, � � 0.71 is included to give � � � � �  inm 

� �agreement with experimental data for HS 86,87 . In the limit � � 0, one retrieves
� �the model of � proposed early by Goodwin et al. 124 . These authors, however,0

Žcalculated �U as the difference of the total particle potential considering the
.nearest neighbors in a face-centered cubic array between the activated state and

the reference state. It is appropriate to remark that in all of the models mentioned
above, the interparticle energy arises through a critical shear rate, � � ��1,˙C
similarly to the critical shear stress � in the model derived from structuralC

Ž .concepts see Section 6.3 .
� �In the work of Ogawa et al. 12 it is indicated that, when the effect of repulsive

interaction is strong, there is an apparent yield stress given by,

Ž .�U R
Ž .� � 20Y 3c d1

Ž . Ž .Although we have not found how to deduce this relation from Eq. 19 , Eq. 20
� �is equivalent to the expression of � derived by Chen and Zukoski 105 . Actually,Y
Ž .by using the mean field potential proposed by these authors, Eq. 20 is easily

obtained with c � 1�3 instead of ��6. In fact, the apparent yield stress �1 Y
appearing in concentrated colloidal suspensions is related to the interparticle
potential. In the case of attractive systems, several expressions relating � to theY
energy required to disrupt the aggregates have been proposed in the literature. A

� �detailed description of these models can be found in the review by Tadros 3 .

5.2. Models deri�ed from the balance of colloidal forces

As mentioned above in Section 3.1, the dilute regime ends when both hydrody-
namic and thermodynamic particle�particle interactions become important. Hence,
these interactions enter the Huggins coefficient, k , in the virial expansion of theH

� �relative viscosity of suspensions 1 , that is,

2 Ž .��� � 1 � k � � k � � . . . 21F 1 2

Ž .2where k � 5�2 and k � 5�2 k for spherical particles. Hydrodynamic interac-1 2 H
� �tions alone yield k � 6.2, as obtained by Batchelor 125 . In addition, k is very2 2

sensitive to electrostatic repulsive forces through the second electroviscous effect
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� � � �126 . Early attempts to correct k had been made by Blachford et al. 127 by2
considering the balance between electrostatic and hydrodynamic forces. A more

� �rigorous calculation was made by Russel 63,64 , who obtained k � 2.5 �2
Ž .Ž .5 Ž .3�40 2 a �a , with the effective particle radius a given by Eq. 12 . Theeff eff
explicit dependence of k with characteristics of the interaction has also been2

� �given for suspensions of sticky spheres interacting through SW potentials 71,72 .
For concentrated suspensions, the low shear viscosity can be simply obtained by

Ž .3introducing the effective volume fraction � � � a �a in a HS viscosityeff eff
� �equation, as for example 123 ,

�2 .5� m� �eff Ž .� 1 � 22ž /� �F m

The effective radius may be calculated from one of the expressions presented in
Section 2.6.1. Under finite shear flow, in contrast, hydrodynamic interactions
become important in front of electrostatic forces, hence the thermodynamic
contribution to viscosity decreases with shear stress. This effect can be accounted

� �by allowing a to be shear-dependent 4,11,63,127 . In this context of analysis,eff
� � Ž .Buscall 11,128,129 defined a by an extension of Eq. 11 ,eff

1
� Ž Ž . .� Ž .a � a � 1 � exp �U R �E d R 23Heff 2 2 a

where the collision energy, E, was postulated to be the sum of the thermal and
viscous energies,

3 Ž .E � k T � �a �K 24B eff

Ž . Ž .In Eq. 24 , K � � 0.016 � 0.52� is a scaling parameter, the �-depen-eff eff
dence of which has been deduced from HS suspension data. An approximate

Ž .solution of Eq. 23 is obtained if the argument of the exponential is of order one.
In this case, the following balance results,

Ž . 3U R � 2 a �aeff eff Ž .� k � 1 25ž /Ž .k T k TK �B B eff

Ž . Ž .where k � 1�2 is a phenomenological factor. The values of a �,� , deducedeff
Ž .from any given viscosity curve at fixed particle concentration by using Eq. 22 , are

Ž . Ž .then introduced into Eq. 25 to obtain an apparent interaction potential U �,R .
Therefore, a test for the model is that potential values obtained from different

� �volume fractions should lie on the same potential curve 14,128,129 . Note that in
the low shear stress limit, this approximate solution becomes incorrect and the

Ž . Ž .relationship between a and U R is better stated from Eq. 23 . On the othereff
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hand, the yield stress arises in this model if the effective particle radius is high
enough to produce dense packing of particles. Therefore, the author suggests,

Ž .U R � 2 a � k Tm BŽ . Ž .� � K � 26Y eff 3ž /am

where a is the maximum radius that particles can take because of spatialm
Ž . Ž .constraints. It must be noted here that, in comparison with Eq. 25 , Eq. 26 misses

the constant k.
This method has been applied to determine an apparent interaction potential of

Ž .non-aqueous sterically stabilized latex. A very satisfactory comparison between
� �predicted viscosity curves and data from Frith 130 has been observed. For the

� �aqueous latex data from Jones et al. 87 , only the tail of the potential, not the
� �steep rise for close approach of particles, were available 11 . However, in the case

� �of microgel data from Wolfe and Scopazzi 131 , the required superposition of
potentials obtained from flow curves at different volume fractions is not attained
Ž � �.see also 14 . Buscall argued that it would be a consequence of the softness of

� �particles which rends the particle radius �-dependent 129 . This method was also
used to describe the excess shear-thinning, in comparison with the prediction for

� �HS dispersions, observed in polydisperse emulsions 132 .

5.3. Models deri�ed from structural concepts

5.3.1. Main features of structural modeling
It appears important to recall the basic concepts on which this kind of rheologi-

cal modeling grounds. A further discussion on the kinetic interpretation of non-
� �Newtonian flow can be found in the text of Hunter 2 . In particular, structural

Ž . Ž .models involve: i a structural variable S characterizing the structure; ii a rate
Žequation of S that accounts for the forces perturbing the microstructure viscous

.forces from the gradient velocity field and those restoring the equilibrium state
Ž . Ž .Brownian randomizing forces, mainly ; and iii a given form of the viscosity-struc-

Ž . � �ture relation, � S 133 . In this framework, the well-known models of
� � � �Krieger�Dougherty 134 and Cross 135 describe the shear-thinning behavior by

identifying S to the number of doublets existing under shear or the average
number of links per chain of particles, respectively. In both models, the viscosity �
is empirically assumed to depend linearly on the structural variable S. Following
we discuss the specific definition of S and its relationship with viscosity in the

� �model proposed previously by one of us 136 .
The structural state of the dispersion is considered as a mixture of individual

Ž . Ž .particles IP and ‘groups’ of them, hereafter named structural units SU , sus-
Žpended in a fluid which contains different species electrolyte, polymer molecules,

.etc. . Each SU involves particles that move together, as a coherent cluster, carrying
the whole volume of the suspending fluid immobilized. Thus, the shear-thinning
behavior is regarded as the result of progressive breakdown of SU, that increases
both the total concentration of IP and the total volume of free liquid. Conversely,
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shear-thickening behavior is associated to some shear-induced formation of SU.
Ž .The characteristics of SU size, shape, shear-dependence, etc. are very dependent

on the type of particle interaction. In the case of attractive forces, SU at rest are
flocs, aggregates or clusters of aggregates. Note that in some systems, small

Ž .aggregates are so rigidly associated shear forces cannot break down them that
� �they are considered as IP 137�139 . In the case of repulsive interaction, SU at rest

are groups of particles embedded in a suspension of more or less free IP. As
mentioned in Section 3, the structure may reach a solid-like state corresponding to
a given spatial arrangement of IP. This arrangement, unlikely homogeneous, may

Ž .be composed of ordered domains crystallites separated by desordered fluid
� �140,141 .

Taking � and � � � � � to be the volume fraction of particles containedSU IP SU
in all the SU and IP, respectively, the structural variable is defined as the number

� �fraction of particles contained in the whole of SU, i.e. S � � �� 136 . Further-SU
more, assuming a mean compactness � into the SU, the effective volume fraction
of the disperse phase is � � � �� � � . Hence the structural variable enterseff SU IP
this definition as

Ž . Ž .� � � 1 � CS 27eff

where C � ��1 � 1 is a compactness factor. Finally, the non-Newtonian viscosity
Ž . Ž . Žis obtained by introducing Eq. 27 into a well-established equation � � seeeff

.below .

5.3.2. Viscosity model proposed by the authors
ŽAs evidence, S depends on shear stress, ranging between the limits S � S � �0

. Ž .0 and S � S � � 0 . The shear-dependence results from the balance between

build-up and breakdown of SU. More precisely, the model considers that the
structure is governed by the following relaxation kinetics,

dS
�1 �1Ž . Ž . Ž .� �� S � S � � S � S 28hy  Br 0d t

where � and � are the characteristic relaxation times of hydrodynamic andhy Br
Brownian forces, respectively. At a given shear stress �, the microstructure reaches
a dynamical equilibrium and then the steady value of S is given by,

S � S ��1
0 hy Ž .� � � 29�1S � S � Br

where � is a kinetic rate ratio. For dilute suspensions of hard spheres the Brownian
time scale is � � a2�D which corresponds to the diffusion time of a particleBr 0
over a distance near its radius. On the other hand, the characteristic time of the
hydrodynamic interaction can be seen as the life-time of a doublet rotating in a

� � �1flow field of shear rate � 142 , hence one may write � � � . Therefore, for˙ ˙hy
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dilute systems, the kinetic ratio is directly the Peclet number Pe � 6�� a3�k T ,´ F B
which expresses the balance between the work done by viscous forces and Brow-
nian thermal energy.

In concentrated suspensions, the diffusional movement of particles is strongly
diminished, hence the medium viscosity � instead � is currently consideredF
� � 3101,143 . Thus, the characteristic time scales as � � �a �k T and the kineticBr B
ratio results � � �a3�k T. Writing � � ��� , one defines the critical shear stressB C
of the suspension as � � k T�a3. This is the well-known scaling for colloidalC B
suspensions of non-interacting particles, where shear forces are in competition with

� �Brownian motion only 123 .
The next step in modeling consists in writing an explicit relationship between

Ž . Ž .viscosity and shear stress. Firstly, by introducing Eq. 29 into Eq. 27 , the effective
volume fraction results,

Ž .Ž .� ��� � ��� ���eff 0  C Ž .� 30
� 1 � ���m C

Ž . Ž .where � � � � 1 � CS and � � � � 1 � CS are the effective maximum0 m 0  m 

packing fractions corresponding to � � 0 and � � , respectively. Then, the
following equation is required,

�2
� �eff Ž .� 1 � 31ž /� �F m

which generalizes a relationship between viscosity and volume fraction for concen-
� � Ž . Ž .trated colloidal dispersions 90,91 . Using Eq. 30 into Eq. 31 leads to the

� �following expression 136 ,

21 � ���CŽ . Ž .� � � � 32 ž /RR � ���C

which describes the non-Newtonian behavior of the suspension under steady
conditions. In this equation, the rheological index RR is the ratio,

1�21 � ��� Ž .� �� ; � � �0  0 0 Ž .RR � � 33½ž /1 � ��� �� �� ; � � � Y C 0

In fact, the model is able to describe the rheological features presented in
Section 3.3. That is, for � � � a shear-thinning behavior is observed. As �0
approaches the critical value �� � � , the suspension viscosity diverges and hence0
an apparent yield stress � develops. Then a plastic behavior is observed forY

Ž � �.� � � see also the work of Zhou et al. 144 . Note that shear-thickening0
� �behavior is also predicted for RR � 1 145,146 . Finally one can see that the

Ž 3 .viscosity model obeys a rheological equation of the form ��� � f �, �a �k T ,F B
� �as required from the dimensionless analysis of colloidal suspensions 123 .
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As discussed above, the ratio � expresses the balance of hydrodynamic interac-
tion energy �a3 against Brownian thermal energy k T. Nevertheless, when forcesB
amongst particles are important in comparison with Brownian motion, it is usually
thought that the appropriate dimensionless group characterizing the pertur-

� �bation�relaxation processes involves the interaction energy 3,64,147 . Thus one
writes � a3���2 a in the case of electrostatic repulsion, or simply � a3�U for ao w
suspension particles interacting through a SW potential. Following we describe how
the interaction energy U enters the viscosity equation in the structural model.
Different situations corresponding to different types of potentials are describe
independently.

6. Examples for different interparticle potentials

6.1. Weakly attracti�e potential

Let us consider particles interacting through potentials with an attractive mini-
mum, such as that resulting from the superposition of DLVO and depletion

Ž . Ž .interactions Fig. 3 , or simply a SW potential Fig. 4b for polymer-
covered particles in poor solvents. As the potential well is of the order of some k TB
units, these interactions usually lead to reversible flocculation. The shear flow
breaks down the aggregates, which are rapidly restored due to the attractive force
field. For these systems, it is assumed that the restoration of the structure after a
shear deformation depends on interparticle forces in addition to Brownian motion.
In this sense, an additional kinetic process of relaxation type is added to the rate

Ž .equation of S. Thus, Eq. 28 is rewritten as,

dS
�1 �1 �1Ž . Ž . Ž . Ž .� �� S � S � � S � S � � S � S 34hy  Br 0 in 0d t

where � is the characteristic relaxation time associated to the interaction poten-in
Ž . Ž .tial. In steady conditions dS�d t � 0 , Eq. 29 is retrieved, with the kinetic ratio

changed into

�1 Ž �1 �1 .� � � � � � �hy Br in

Therefore, it is now necessary to derive a scaling for the relaxation time � , inin
order to write the appropriate expression for the critical shear stress. For this

Ž .purpose, the following assumptions are made: a in a reversible cluster, the
particles susceptible to be removed by viscous forces are those in the periphery of

Ž . Ž .the cluster Fig. 9a . b These particles ‘feel’ a pairwise interaction and, in the
equilibrium situation, stay in the minimum of the potential curve at the distance

Ž . Ž .R Fig. 9b . c Under flow, shear forces move particles apart a certain distancem
� R. As shown schematically in Fig. 9b, the potential energy of the tagged particle
increases up the magnitude �U and hence, a restoring force F � ��U�� Rr
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Ž .Fig. 9. Schematic representation of particles in a reversible cluster: a shear acting on a particle in the
Ž .cluster border; b particle potential energy as a function of distance.

arises. This force is equivalent to that required to remove the particle from the
Ž � �. 	 	 Ž .potential well see also 148 ; thus, one may write, F � U R �� R. Assumingr m

further that the particle relaxes through a diffusional movement, the time required
	 	to reach the equilibrium position will be proportional to f � R� F , where f �S r S

6�� a is the Stokes frictional coefficient. If particles move a distance around itsF
3 Ž .radius, one has, � � � a �U R . Also for concentrated systems, the suspensionin F m

viscosity � is included instead of � . Finally, the critical shear stress results,F

Ž .k T U RB m Ž .� � 1 � 35C 3 ž /k Ta B

� Ž . Ž .�The viscosity model in this form Eqs. 32 and 35 was applied to an oil-in-water
� �emulsion containing sodium caseinate as emulsifier 39 . The oil volume fraction

Fig. 10. Relative viscosity of 30% oil-in-water emulsions at 20�C, as a function of the dimensionless
� �shear stress, for different concentrations of sodium caseinate 39 . Full lines represent the viscosity

� Ž . Ž .�model Eqs. 32 and 33 .
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Table 1
� �Physicochemical and rheological parameters of 30% oil-in-water emulsions at 20�C, for different concentrations of sodium caseinate 39

Ž .U RŽ . Ž . Ž . Ž . Ž .Caseinate g�kg � a 	 Pa � mPas � mPas � Pa m0  C

k TB

� �20 63 59 17.3 11.1 0.59 �
� �30 77 181 34.5 14.1 0.59 �

40 89 309 202 16.7 1.150 0.95
350 99 444 5.3 � 10 25.1 2.082 2.53

360 109 585 18 � 10 30.3 2.976 4.05

Ž .Last column is the pair interaction energy at the secondary minimum, as obtained from Eq. 35 .
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Fig. 11. Dimensionless pair potential as a function of the relative center-to-center distance between
� �droplets. The curves result from the superposition of DLVO and depletion interactions 39 . Data for

Ž . �2 1 Ž .numerical calculations are: Eq. 1 , A � 4 � 10 J; Eq. 2b , a � 190 nm, � � 40 mV, � � 6.1 �pmp o
�1 0 2 2 Ž . Ž .10 C �Nm , T � 293 K, � a from Table 1; Eq. 5 , 	 from Table 1; Eq. 7 , b � 2.55.

was � � 0.30 and the equivalent-HS radius of oil droplets was a � 190 nm.
Different samples were available with sodium caseinate concentration varying
between 20 and 60 g�kg. The dimensionless Debye inverse length � a and the
osmotic pressure 	 of the bulk solution are reported in Table 1. In the aqueous
phase, the sodium caseinate forms sub-micelles, which yields reversible
droplet�droplet aggregation by the mechanism of depletion. The aggregation
increases the effective volume fraction of the disperse phase. Consequently, as can
be observed in Fig. 10, the emulsion viscosity increases significantly with the
concentration of sodium caseinate. Shear-thinning comes from the gradual breakup
of droplet aggregates induced by shear.

� Ž .�The full lines in Fig. 10 represent the viscosity model Eq. 32 with the values of
Ž .� , � and � reported in Table 1. The values of U R calculated from � using0  C m C

Ž .Eq. 35 are also reported in Table 1. As discussed above, these values are assumed
to represent the magnitude of the potential well where particles flocculate, namely,

Ž .the secondary minimum of the potential curve U R . On the other hand, the
theoretical interaction energy between droplets can be predicted as the superposi-

Ž .tion of DLVO and depletion interaction see Section 2.4 . The calculation uses
Ž . Ž . Ž . Ž .Eqs. 1 , 2b , 5 and 7 , with the physicochemical parameters reported in Table 1

Ž . Ž .see also the caption of Fig. 11 . In Eq. 7 , the average radius of sub-micelles is
included as r � 4.8 nm and the parameter b is the only unknown in calculationsg
� �39 . In fact, b � 2.55 was required to predict potential curves with a secondary

Ž . Ž .minimum in agreement with the values of U R obtained from viscosity Table 1 .m
The resulting potential curves for different concentrations of sodium caseinate are
presented in Fig. 11. One may conclude that the interaction obtained from
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rheometric data through the viscosity model are well correlated to the theoretical
potential between droplets.

6.2. Steeply decaying repulsi�e potential

Ž .Here we discuss how Eq. 34 is also useful for the case of suspensions
containing highly repulsive particles. In particular, microgels dispersed in a good
solvent constitute a very illustrative example of particles interacting through a
repulsive polymer�polymer potential. This interaction arises at volume fractions

Ž .beyond the critical one, where h�2 L � 1 Section 2.5 . The resulting changes in
rheology are shown, for example, in Fig. 7. For flow to occur in these systems, an
additional energy is required to overcome the repulsive interaction that drives
particles away from one another. Consistently, repulsive forces are important to

Ž .restore the structure after a shear deformation. Therefore, the last term in Eq. 34
accounts for the relaxation of particles due to repulsive interaction. Following it is
necessary to infer the relaxation time � for these systems.in

The simplest assumption considers that each single particle stays in the mini-
mum, U Ž0., of the total potential energy generated by its nearest neighbors, U .nn nn
For the tagged particle shown schematically in Fig. 12a, say particle 1, one has

Ž0. N �1 Ž0.nn Ž . Ž .U � Ý U R � N U R , where R is the mean distance between particles.nn i�2 1,i nn
Under shear stress, particles are forced to move against the force fields of the

Ž .other particles. For instance, a tagged particle Fig. 12a moves in the r-direction
over a distance � r, however, remaining within the cage formed by the nearest
neighbors. The total energy that particle 1 ‘feels’ in this position is, U �nn

Nnn�1 Ž .Ý U R . It should be noted here that, although the neighbors also movei�2 1,i
under shear, a change of the position of particle 1 in relation to the cage is
expected. The corresponding change of potential experimented by the tagged

Ž0. Ž .particle is, �U � U � U Fig. 12b . A very useful simplification arises here fornn nn
Ž .the case of exponentially decaying potentials; that is, �U � pU R , where p is a

numerical constant of the order of one. Thus, the restoring force can be written
	 	 Ž .F � pU R �� r. The time required for the particle to reach its equilibriumr

	 	position after suppressing the shear deformation must be proportional to f � r� FS r
Ž � �.see also 112 . Therefore, if the particle moves a distance around its radius, the

3 Ž .characteristic relaxation time scales as � � � a �U R . In the case of poly-in F

Ž .Fig. 12. Schematic representation of particles in a repulsive system: a shear acting on a particle in
Ž .the ‘cage’; b particle potential energy as a function of distance.
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merically stabilized particles and microgels, the effective radius a must beHS
considered, which involves the core radius plus the hydrodynamic thickness of the

� � � �polymer layer 100 . Finally, the critical shear stress results 13 ,

Ž .k T U RB Ž .� � 1 � 36C 3 ž /k Ta BHS

1�3Ž . Ž .It is important to note that, since R � 2 a � �� , the potential curve U Rm
Ž . Ž .can be obtained from data � � , each value of � coming from the curve � � atC C

a given concentration �.
� Ž . Ž . Ž .�The viscosity model Eqs. 32 , 33 and 36 , was applied to a system composed

Ž .of migrogels copolymer of styrene and acrylic monomers dispersed in a good
Ž . � �solvent xylene 13,14 . These microgels were obtained and characterized by Tassin

� �and co-workers 149,150 . In particular, the suspensions studied here contain
particles with a core of radius a � 43.5 nm and a hydrodynamic radius a � 117h
nm at infinite dilution. Particles are assumed to have a simple core-shell configura-

� �tion 150,151 . The core volume fraction is designated � and the critical concen-p
tration for polymer layer overlapping is �� � 3.3%. The results of the rheologicalp

� �modeling, which involves the solid�fluid transition, are discussed elsewhere 13 .
Here we are mainly concerned with the interaction potential obtained from
viscosity data.

Ž .Fig. 13 presents the interaction potential solid circles obtained from the
Ž .viscosity curves shown in Fig. 7. Also the calculations of U R from different

rheometric data, namely dynamic modulus and yield stress, are included for
comparison. In fact, the dashed line represent the potential obtained from G � data

Ž .by using Eq. 16 , in which � � � and hence N � 12 were included. Them FCC nn
Ž . 3open circles in Fig. 13 are the prediction of Eq. 20 , with c � ��6, ��d �1

Ž .3 Ž .1�3� � 2 a , R � 2a � �� and � � 0.71. In the same figure, the solid linep m p m
Ž .represents Eq. 8 , which is deduced from the model of de Gennes. In this

equation, s � 0.36a is used, in good agreement with the mean distance between
� �the crosslink points in the microgel particles 14 . One may conclude that the

viscosity model predicts the correct form of the interaction potential for microgel
Žsuspensions further comparison with other models is given in Berli and Quemada

� �.14 .

6.3. Soft repulsi�e potential

The classical approach to interpret the rheology of aqueous suspensions of
latices assumes that particles have an effective radius a , which involves aneff

�1 Žexclusion layer of the order of the screening Debye length � see, for example,
� �.3 . In the following we discuss the main limitations found in applying the
equivalent-HS concept to electrically charged particles. Firstly, it is well-known that
increasing the particle volume fraction � and�or decreasing the ionic strength
yields a liquid�solid transition; that is, the so-called ‘colloidal crystal’. Neverthe-
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Fig. 13. Dimensionless pair potential as a function of the relative surface-to-surface distance between
microgel particles. Each curve corresponds to different rheometric data from the microgel suspension
� � Ž . � Ž .13,14 see also the text for details about the models . The full line is the theoretical prediction Eq. 8

�with s � 0.36a .

� Ž .3less, � can be increased to values above the critical concentration � � � a�a ,G eff
Žresulting in � � � or even � � 1. This fact the overlapping of theeff FCC eff

.exclusion layers at high concentrations rends questionable the use of a as aneff
equivalent-HS radius. Secondly, under shear stress, particles appear to have a
shear-dependent effective radius. The effect is readily observed by analyzing data
� �� vs. �, which are obtained from experimental data � vs. �, by usingeff m

Ž .�1�2 Ž .� �� � 1 � ��� , after inverting Eq. 31 . To deduce the equivalent-HSeff m F
Ž . Ž .volume fractions in the low � and high � shear limits, one can includeeff,0 eff,

Ž . Ž . Ž . � �� � � 0 � 0.58 Section 3.2 and � � �  � 0.71 86,87 , respectively. Them m
general results is � � � � �. Correspondingly, one has a � a � a.eff,0 eff, eff,0 eff,
In fact, for � � 0, hydrodynamic forces do not affect appreciably the repulsive
interaction, hence a � a as defined in Section 2.6.1. For finite values of sheareff,0 HS

Žstress, particles can approach each other at distances R � 2 a the higher theeff,0
shear stress, the closer the approach, because of the soft character of the repulsive

.potential . In the limit � � , hydrodynamic forces fully overcome the double
layer interaction, allowing particles to approach up to R � 2 a. It is then clear that
the system should be regarded as a suspension of soft spheres. Nevertheless, up to

Ž .now, no satisfactory description of a � a �,� is available, with the exceptioneff eff
Ž .of some phenomenological approaches such as that given by Eq. 25 .

Following on we present some preliminary results obtained from the analysis of
concentrated suspensions of charged latices from Richtering and co-workers
� �20,152 . In particular, we consider the suspensions containing particles of radius
a � 100 nm, whose main characteristics are presented in Table 2. Typical curves of
the relative viscosity as a function of shear stress are shown in Fig. 6. The DLVO
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Table 2
� �Physicochemical parameters of the latex suspensions at 20�C 20 and theoretical predictions of the

equivalent-HS radius, for different values of the ionic strength

Ž .Ionic strength M � a Z a �aHS

Ž . Ž .Eq. 11 Eq. 13

�410 3.5 380 1.50 1.46
�310 10.5 1400 1.22 1.19
�210 33 7350 1.09 1.07

pair potential is presented in Fig. 14 and the prediction of the equivalent-HS radius
Ž . Ž . Žfrom both Eqs. 11 and 13 is reported in Table 2 calculations involve the

.corresponding values of Z and � a . The relative radius a �a represents theHS
interparticle distance R�2 a at which U � k T , as indicated by the arrows in Fig.B
14. One can readily see that, for the lowest ionic strength, particles with kinetic
energy of approximately 3k T , which is easily reached under shear stress, canB

Ž .climb the smooth energy barrier up to R�2 a � 1.3 Fig. 14 . The reduction of the
effective radius a � R�2 a means a significant reduction of � , which leads toeff eff

Ž .the effects discussed above the excess shear-thinning in relation to HS systems . In
contrast, at high ionic strength the potential decays steeply and the effective radius
does not change appreciably. In fact, particles with well-screened potentials behave
nearly as HS.

Fig. 15 presents the effective particle radius obtained from the low shear
Ž .1�3 Ž .�1�2viscosity, i.e. a �a � � �� with � �0.58 � 1 � � �� . As ex-eff,0 eff,0 eff,0 0 F

pected, the values obtained from rheology are lower than those predicted theoreti-

Fig. 14. Dimensionless DLVO pair potential as a function of the relative center-to-center distance
Ž . �2 0 Ž .between particles. Data for numerical calculations are: Eq. 1 , A � 1.3 � 10 J; Eqs. 2a andpmp

Ž . �1 0 2 22b , a � 100 nm, � � 7.08 � 10 C �Nm , T � 293 K, � a and Z from Table 2.
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Ž .Fig. 15. Effective particle radius from the low shear plateau, see text for details as a function of
volume fraction, for electrically charged latices at different values of the ionic strength.

Ž .cally Table 2 , mainly at the lowest ionic strength. In addition, a clear increase of
a �a with � is observed in Fig. 14. This trend is in contrast with the evolution ofeff,0

Ž . � � Ža � expected for concentrated systems 60�62 one should recall here that Eqs.HS
Ž . Ž . .11 and 13 apply to dilute systems . This effect probably arises from a variation
of Z with �, due to a change of the equilibrium dissociation of acid groups onto

� �particle surfaces 114,153 . Indeed, varying particle concentration modifies the
colloid as a whole and, hence, the physicochemical variables cannot be simply
extrapolated.

7. Concluding remarks and perspectives

Throughout this article, we have tried to show how colloidal interactions are
taken into account in modeling suspension rheology, in order to derive models
capable of predicting not only the material response under a given shear condition,
but also the effects of the different variables which govern the system. For this
reason, a brief analysis of the potentials used to describe particle interactions in
colloids has been given. Then, taking HS as the reference system, we revised the
variation of microstructure as the particle volume fraction increases. In fact, the
analysis of the phase transition phenomena helps one to better understand the
corresponding changes in flow behavior. Several models relating viscosity to inter-
particle forces were analyzed to illustrate the main kind of approaches found in the
literature.

In the context of the structural model, special emphasis has been made to the
relaxation mechanisms associated to interparticle forces. The derivation of the
characteristic relaxation times was explained on the basis of restoring forces and
diffusional movement. It has been shown that the model allows one to obtain an
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effective potential of interaction directly from the viscosity data. As a consequence,
quantitative analysis of the effect of physicochemical variables on the rheology of
colloids can be made. For example, in the case of depletion flocculated emulsions,
both the osmotic pressure of the bulk solution and the characteristic Debye length
Žclosely related to concentration of depleting species and ions in the bulk, respec-

.tively were well correlated with the characteristics of the viscosity curves.
Additional information can be obtained in the case of repulsive potentials,

namely, the interaction energy as a function of interparticle distance. In fact, for
microgel suspensions, the interaction potential determined from the viscosity
model shows a remarkable agreement with the theoretical prediction for polymer-
covered particles. The resulting potential was also cross-checked with that de-
termined from the high frequency shear modulus. On the other hand, apart from
the connection to microstructure, the structural model provides a satisfactory
description of the viscosity curve of concentrated suspensions presenting
liquid�solid transition. The structural relaxation kinetics was also applied recently

� �to interpret rheo-optical measurements 154 .
Finally we discussed some questions found in trying to model the rheology of

concentrated suspensions of electrically charged latices. In the case of steric
stabilization, the abruptness of the interaction potential allows the HS model to
work very well. In contrast, in the case of electrostatic stabilization at low ionic
strength, the classical definition does not apply due to the smoothness of the
potential curve. Indeed, for these systems that behave as suspensions of soft
spheres more than HS, modeling the viscosity is still an open problem.
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