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1. Introduction

The adsorption or desorption of OH plays an important role in
several fuel cell reactions, especially in alkaline solutions. Thus,
OH desorption has been suggested as a reaction step in
oxygen reduction (for a review, see ref. [1]) ; adsorbed OH can
act as a bystander that blocks surface sites, and recently it has
been proposed that the recombination of adsorbed hydrogen
with OH to form water is an important step in hydrogen oxida-
tion in alkaline media.[2] Clearly, elucidating the kinetics of OH
adsorption/desorption from an atomistic point of view is nec-
essary for understanding the operation of fuel cells.

Herein, we focus on the adsorption of OH on Pt(111) at low
coverage, but our method should work just as well for other
metals. This reaction has been investigated by a number of
groups—see refs. [3–6] and further references therein. Howev-
er, these previous studies were based solely on density func-
tional theory (DFT), which can provide the thermodynamics of
electrochemical reactions but not their energies of activation.
Since the development of early theories of electrochemical re-
actions, such as proposed by Marcus,[7] Hush,[8] and the Soviet
school,[9] it is well known that the solvation of the reactants
and in particular solvent fluctuations play a crucial part in the
kinetics. Indeed, for outer-sphere electron transfer, during
which the reactants are not adsorbed, the influence of the sol-
vent is the dominating effect, since the interaction with the
electrode is too weak to affect the energy of activation. How-
ever, outer-sphere electron transfer is of limited interest. Be-
cause of the world’s pressing energy demands we need to un-

derstand electrocatalysis, in which at least one of the reactants
is adsorbed on the electrode.

For reasons that we have discussed in a recent review[10] and
shall not repeat here, we believe that pure DFT is not sufficient
to treat the dynamics of electrochemical reactions; therefore
we have developed our own approach in our group. We start
from a model Hamiltonian that contains the reactants, the
electrode, the solvent, and their interactions, and determine
the electronic parameters from DFT. In the past, we have ap-
plied this theory extensively to hydrogen evolution (see
ref. [10] and references therein), and more recently to oxygen
reduction.[11] Here we shall apply it to OH�!OH + e� in alkaline
solutions, and use this opportunity to improve the treatment
of the solvent substantially. Following ideas that we have de-
veloped recently for metal deposition,[12, 13] we have performed
molecular dynamics simulations for the reactant in the vicinity
of the electrode, and incorporated the results into our frame-
work. We believe that this new procedure is a substantial im-
provement over our previous preliminary treatment of the
same reaction,[10] in which the interaction with the solvent was
obtained from estimates based on experimental data.

The rest of this article is organized as follows. We first pres-
ent the results of DFT calculations for the interaction of the
radical OH and the anion OH� with Pt(111), and show how we
obtain the parameters for the electronic interactions. Then we
present the result of molecular dynamics simulations and
show how the solvation of the anion changes in the vicinity of
the electrode surface. Finally, we present the free energy sur-
face for the reaction on the basis of our theory. All technical
details have been relegated to the Computational Details.

2. Interaction of OH and OH� with the Pt(111)
Surface

During the reaction the OH� ion approaches the surface, a sol-
vent fluctuation induces electron transfer, and the OH radical is
adsorbed. Our model includes the electronic energies of both
the initial and final states, their interaction with the solvent,

The adsorption of OH on Pt(111) in alkaline solution has been
investigated by a method that combines density functional
theory, molecular dynamics, and quantum statistical mechan-
ics. In particular, we have calculated the free energy surface for

the reaction. A physisorbed hydroxide ion in a metastable
state and a stable adsorbed uncharged OH group are ob-
served. The energy of activation at equilibrium is comparative-
ly low, so that the reaction is fast.
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and the fluctuations that trigger the transition. To ensure that
we have the correct energies for the initial and final states, we
need the electronic energies of both OH and OH� as a function
of the distance from the electrode surface. Both can be ob-
tained from DFT; for the radical the calculations are straightfor-
ward but for the anion we require a special procedure, which
will be presented below.

The isolated OH radical has seven valence electrons and is
spin polarized. In a simple description, the O 2s orbital mixes
with one of the O 2p orbitals—in our notation O 2p+ 1—and
the H 1s orbital to form a bonding and an antibonding orbital
(see Figure 1). The other two O 2p orbitals have the same
energy, and share three electrons. In our notation, the O 2p0

and O 2p�1 spin-down orbitals are filled, whereas the corre-
sponding spin-up orbitals lie at the Fermi level and are half
filled.

The adsorption of OH on Pt(111) has been investigated by
a number of groups (see refs. [3, 4, 6] and further references
therein). In previous work,[3] we have investigated the electron-
ic interaction with the metal of the different orbitals when the
OH is adsorbed on the Pt(111) surface. Herein, we are interest-
ed in the electronic interaction as the OH approaches the
Pt(111) surface, and its effect on the kinetics of the adsorption.
In the optimum geometry the axis of the radical is parallel to
the surface. Of the two free p orbitals the p0 orbital is directed

towards the surface, whereas the p�1 orbital is parallel. As may
be expected, the former interacts strongly with the surface,
the latter weakly.[3]

When the radical approaches the surface closer than 3.5 �,
spin polarization is lifted. Figure 2 shows the density of states
(DOS) of the O 2p0 orbital at various distances, and for compar-
ison the sp and d bands of Pt(111) in the absence of adsorp-
tion. The DOS of the orbital becomes broader as its distance to
the surface decreases, and at short separations one notices the
appearance of bonding and antibonding peaks caused by the
strong interaction with the d band.[3]

For our theory we require the interaction of the O 2p0 orbital
with the d and sp bands of platinum. In our previous work on
hydrogen evolution[14] we fitted the DOS of the reactant to our
theory by assuming that the interaction of a reactant’s orbital
with a metal band is characterized by a single coupling con-
stant that is independent of energy. However, in the present
case it is not possible to obtain satisfactory fits with a constant
coupling. We therefore resorted to an idea advanced by
Gadzuk et al.[16] in an early work: the interaction depends on
the overlap of the orbital with the d and sp states. Metal states
with low energies have a shorter range, so that the coupling
should increase exponentially with the energy. We have there-
fore assumed a coupling of the form [Eq. (1)]:

VðeÞ ¼
V0

i expðaeÞ for e � ec

V0
i expðaecÞ for e � ec

(
ð1Þ

for both bands; the index i stands for either the d or sp band.
A coefficient of a= 0.5 proved to give good results. The cutoff
energy ec is introduced to avoid artifacts appearing at high en-
ergies. Its exact value is not important, as long as it is higher
than the upper edge of the d band. We have taken ec = 2 eV.

As an example, Figure 3 shows the DOS of the O 2p0 orbital
at a distance of 2.6 �, and two different fits. Clearly, the fit with
an energy-dependent coupling is much better; in particular it
fits the peak near 0.2 eV well. The constants V0

d and V0
sp

depend roughly exponentially on the distance (see right side
of Figure 3). As sp orbitals are more extended than d orbitals,
their decay distance is longer. However, at shorter distances
the coupling to the d band dominates. Note that these cou-

Figure 1. Electronic density of states (DOS) of an OH radical in vacuum. Here
and elsewhere, the Fermi level of platinum has been taken as the energy
zero.

Figure 2. Electronic DOS of pure Pt(111) (left) and of the O 2p0 orbital at various distances from the surface (right). The adsorbed state labeled top corresponds
to a distance of 2 �.
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pling constants cannot be compared with those obtained in
previous works with an energy-independent fit.

The initial state in the reaction is the anion OH� . The elec-
tronic properties of ions are not directly accessible with a DFT
code in the slab geometry. As discussed in ref. [15] , the most
practical way to obtain the electronic properties of ions is to
use a localized basis set and apply a high electric field, so that
the valence level lies below the Fermi level and is filled. Natu-
rally, one then has to correct the energies for the presence of
the field. This we have done to obtain the energy of the anion
with respect to the radical ; the procedure is described in
ref. [15] and a few details are given in the Computational De-
tails. This method gives only relative values, so the energies for
the ions have been adjusted such that they reproduce the cor-
rect electron affinity at large distances. The results are shown
in Figure 4; the energies of both the radical and the ion de-
crease as they approach the surface. The variation is larger for
the radical, which forms a strong chemical bond with the sur-
face. The difference between the value at large distances, set
to zero for the radical OH in our normalization, and the ad-
sorbed state at about 2 � from the surface is the energy of ad-
sorption from the vacuum. Our value of �2.3 eV, obtained for
a coverage of 1/9, corresponds quite well to the values ob-
tained by Mavrikakis et al.[17] and Michaelides and Hu.[18] The

low coverage implies that our calculations refer to incipient ad-
sorption.

3. Solvation of OH� near the Electrode Surface

As in all electrochemical reactions, the solvent plays an essen-
tial part both in the thermodynamics and in the kinetics of hy-
droxyl adsorption. The anion is stable, because it is strongly
solvated, with a hydration energy of about 4.86 eV.[19] The final
state is an adsorbed OH, which is only very weakly solvated;
the hydration energy of the OH radical in the bulk of water is
only 0.42 eV.[20] In accord with the theories of Marcus,[7] Hush[8]

and the Soviet school,[9] the electron transfer to the electrode
requires a reorganization of the solvent, which has a large
effect on the activation energy for the reaction. Therefore, it is
important to have a good description of the solvation of the
reactant at the interface.

The interaction of an ion with the solvent can be split into
two parts: the fast, electronic part, which follows the charge
distribution in the system almost instantaneously, and the slow
part caused by the dipole orientation. Electron transfer is trig-
gered by fluctuations of the slow part, which must assume an
intermediate state between initial and final states. Both parts
contribute equally to the free energy of solvation DGsol, which
does not depend on the solvent kinetics. Following Marcus
theory, we base the separation of the total energy of hydration
into the slow parts ls and the fast part lf on the Pekar factor
[Eq. (2)]:[21]

ls ¼
1
2

1
e1
� 1

es

� �
DGsol lf ¼

1
2

1� 1
e1

� �
DGsol ð2Þ

in which e1 is the optical and es the static dielectric constant.
For water, e1�1.77; in the bulk, es�80, but on the surface it is
probably somewhat smaller. Therefore, the Pekar factor, which
determines the contribution of the slow modes, is about 1=2, so
that both parts contribute about equally to the total energy of
hydration. As both parts enter into the free energy surface—
the fast modes into the work term, the slow modes into the

Figure 3. Left : DOS of the O 2p0 orbital at a distance of 2.6 �, and corresponding fits with a constant coupling and with an energy-dependent coupling ac-
cording to Equation (1). Right: coupling constants as a function of the distance.

Figure 4. Electronic energies of the OH radical and the anion OH� as a func-
tion of the distance.
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energy of reorganization—a small change in the division be-
tween the two kinds of modes has little effect.

Equation (2) provides useful estimates for ls and lf in the
bulk of the solution, but as the ion approaches the electrode,
its environment changes, and so does its hydration energy. To
calculate this change, we performed classical molecular dy-
namics simulations and obtained the potential of mean force
(PMF) for the approach of the ion towards the surface—the
details are given in the Computational Details. As we have dis-
cussed before,[12, 13] the PMF depends strongly on how well the
ion fits into the structure of water at the surface. Small ions
that fit well, such as Ag+ , Cu+ , and OH� , lose only a small frac-
tion of their hydration energy when they approach the elec-
trode (see Figure 5). For comparison, we also show the PMF
for I� in front of Pt(100), where the PMF rises rapidly, and the
ion loses almost half of its hydration energy.[22] In contrast, the
PMF for OH� rises only by 0.3 eV, which is a minor barrier. The
sum of the PMF and the solvation energy in the bulk gives the

solvation energy as a function of position, from which lf and
ls can be calculated.

4. Free Energy Surface for the Reaction

With the electronic energies and the interaction parameters
we have the ingredients required to calculate the free energy
surface for the reaction. One of the advantages of our method
is that we can perform calculations for specific electrode po-
tentials, and we have chosen the equilibrium potential for the
overall reaction, which with our unit cells corresponds to equi-
librium with a coverage of 1/9. Figure 6 shows the correspond-
ing free energy surface as a function of the distance d from
the electrode surface, and of the solvent coordinate q. The
latter characterizes the state of the solvent; in our normaliza-
tion a solvent coordinate of q signifies that the solvent config-
uration would be in equilibrium with a charge of �q on the re-
actant. The initial state of our reaction is an OH� anion with
q = 1 at large distances. Our calculations cover distances up to
3.5 �, which is the range at which spin polarization does not
occur. The final state is an adsorbed OH on the surface with
q = 0. Both the initial and the final states show up as absolute
minima; in addition there is a local, unstable minimum close
to the surface and near q = 0.8, which is caused mainly by the
image interaction that attracts the ion towards the metal sur-
face. Initial and final states are connected by a ridge with
a saddle point near d = 2.8 � and q = 0.9 with an energy of ac-
tivation of about 0.58 eV, which indicates a fast reaction. In
comparison, for silver deposition, which is one of the fastest
electrochemical reactions, Gerischer observed the same free
energy of activation.[35] In the two limits q = 0 and q = 1 the
electronic energies coincide with those obtained by DFT and
presented in Figure 4.

The right-hand side of Figure 6 shows the sum of the occu-
pancies of the two orbitals that participate in the reaction:
O 2p0 and O 2p�1. Even though only the former interacts

Figure 5. Potentials of mean force for the approach of OH� towards Pt(111)
and I� to Pt(100) in aqueous solutions; the potential reflects only the inter-
action with the solvent, not with the electrode.

Figure 6. Free energy (left) and total occupancy (right) of the O 2p0 and O 2p�1 orbitals as a function of the distance and the solvent coordinate. The white
circle indicates the saddle point.
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strongly with the surface, the participation of the other is im-
portant because it takes up half an electron. The total occupa-
tion passes smoothly from a value of four for the anion to
three for the adsorbate.

In a previous publication[10] we presented preliminary calcu-
lations for the same reaction to demonstrate that our theory
can be applied to other reactions besides hydrogen evolution.
At that time molecular dynamics simulation for OH� did not
exist, so we assumed a simple variation of the PMF similar to
that observed for I� , which resulted in a decrease of the
energy of reorganization as the reactant approaches the elec-
trode. Therefore, in that work we obtained a somewhat lower
energy of activation. The new value of the activation energy,
based on molecular dynamics simulations, should be more reli-
able than the old one.

The potential dependence of electrochemical reactions is
always of special interest. It is sometimes suggested that ad-
sorbed OH plays a role as a short-lived intermediate at a poten-
tial lower than the equilibrium value. We have therefore calcu-
lated the reaction surface for the case in which the reaction is
endergonic by 0.4 V. The saddle point has now shifted towards
the surface (see Figure 7), and corresponds to the transition
between a physisorbed OH� anion and the adsorbed OH. As
the saddle point lies close to the surface, the transfer coeffi-
cient is almost unity, and the corresponding activation energy
0.95 eV. This indicates that in the endergonic region OH ad-
sorption is highly unfavorable.

It is sometimes suggested that OH adsorption at steps
occurs at potentials significantly lower than on terraces, and
that it plays a role in reactions that occur in this potential
region (for a discussion of this idea, see ref. [36]). We have
therefore investigated OH adsorption at a Pt(311) step, but
even though the orientation of the adsorbed OH is quite dif-
ferent at the step (see Figure 8), within the usual DFT error the

adsorption energy is the same as on the terrace. In addition to
the site shown in Figure 8, we also investigated the site above
the step, and obtained the same result. These findings are
somewhat surprising; they are, however, in line with a recent
article by van der Niet et al. ,[37] who did not find any evidence
for a stronger OH adsorption on steps than on terraces. It also
explains why the presence of steps does not introduce any
new features into the cyclic voltammogram of Pt(111) that can
be linked to OH adsorption.[38] Of course, there are other step
geometries than the one we have investigated, and we cannot
rule out that there are step sites where OH adsorption is stron-
ger than on the terrace.

5. Conclusions

OH adsorption is clearly visible in the cyclic voltammogram of
many metals, and plays an important role in oxygen reduction
and many other reactions. It has therefore been the subject of
numerous studies, both experimental and theoretical. In our
work, we have focused on the theory of the kinetics of this re-
action on Pt(111) in alkaline solutions, which, with the excep-
tion of our own preliminary work, has not been investigated
previously. At the same time we improved our theoretical
methods significantly by calculating the interaction of the reac-
tant with water through molecular dynamics. In addition, we
developed a better procedure to obtain the interaction be-
tween the reactant and the electrode as a function of the dis-
tance; we now allow for an energy dependence of the cou-
pling constants, and obtain the interaction with both the d
and sp bands. These technical advances parallel our recent
work on metal deposition.[12, 13]

Still, there are several features of OH adsorption that are
badly understood. For example, it is still a mystery why OH ad-
sorption on Pt(111) in alkaline solution gives rise to a broad,
featureless peak in the cyclic voltammogram, whereas in acid
solutions there is a sharp spike. Another point is a possible hy-
drogen bonding of the adsorbed OH with an adjacent water
molecule, which has been suggested on the basis of DFT calcu-
lations,[4, 23] and which we have not considered here.

Concerning our own work, we believe that we have taken
a good first step in understanding the kinetics of OH adsorp-
tion from alkaline solutions. Our theoretical framework allows
for various improvements, such as better interaction potential
for the molecular dynamics, or the incorporation of hydrogen
bonding of the adsorbed OH with water, if this should prove

Figure 7. Free energy when the reaction is endergonic by 0.4 eV; the saddle
point (white circle) corresponds to an activation energy of 0.95 eV.

Figure 8. Adsorption of OH at a Pt(111) terrace (left) and at the step of
a Pt(311) surface.
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to be important. Of special interest should be the application
of our model to other metals, to elucidate the catalytic effects
on this reaction.

Computational Details

Molecular Dynamics Simulations

Conventional molecular dynamics simulations were performed
using the LAMMPS code.[24] To model the system we used a Pt(111)
slab with three metal layers (4.62 � thickness), an ensemble of
469 water molecules, and one OH� ion initially located in the bulk
of the water. The dimensions of the box were 22.63 � 19.60 �
36.35 �3. Simulations were carried out at 298 K using the NVT can-
onical ensemble and a pppm/cg solver was used for corrections to
the electrostatic long-range interactions.
The parameters for the interactions between the water molecules
in the bulk and between the hydroxide ion and the water were
specified by well-known Lennard–Jones potentials. For the water,
we used the SPC/E model and the corresponding parameters for
the oxygen and hydrogen have been taken from Yoshida et al.[25]

The parameters for OH�–O interaction have been taken from
V�cha et al.[26] The interactions between the water molecules and
the platinum surface have been obtained by fitting the parameters
in Equation (3):

VðrÞ ¼ D0 e �2a r�r0ð Þð Þ � 2e �a r�r0ð Þð Þ� �
f0ð1Þ þ R0e �b r�r0ð Þð Þ 1� f0ð1Þð Þ ð3Þ

in which [Eq. (4)]

f0ð1Þ ¼ e �g12ð Þ with 1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dx2 þ Dy2

p
ð4Þ

The parameters used during the simulations for the Pt(111)–water
interaction potential are summarized in Table 1.
To calculate the potential of mean force we performed a series of
umbrella sampling simulations and analyzed the data using the
weighted histogram analysis method (WHAM) code developed by
Grossfield.[27] For these simulations we first carried out an equilibra-
tion run of 500 ps and then each sample from a total of 21 sam-
ples ran for 200 ps, with a time step of 2.0 fs.

Technicalities of the DFT Calculations

The SIESTA code[28] was used to carry out the calculations using

the generalized gradient approximation in the version of Perdew
et al.[29] with spin polarization. The ion cores were described by
nonconserving nonrelativistic pseudopotentials[30] and a double-z
plus polarization basis of localized orbitals was used to expand the
wavefunctions. All calculations were performed with an energy
cutoff of 300 Ry and a k-point mesh of 4 � 4 � 1 in the Monkhorst–
Pack scheme.[31] The energy accuracy was reached when the
change in the absolute energy value was less than 10 meV, and for

geometry optimization the convergence criterion was achieved
when the force on each atom was less than 0.04 eV ��1.
A (111) platinum surface was modeled by a (3 � 3) supercell with
four metal layers. In all the calculations ten layers of vacuum were
considered. For the relaxations, the two bottom layers were fixed
at the calculated next-neighbor distance corresponding to bulk,
and all the other layers were allowed to relax. The optimized sur-
face—prerelaxed Pt(111)—in the absence of OH was used as input
data to carry out the calculations. For the adsorption to take place,
the OH radical was located on a top site of the bare Pt(111) accord-
ing to site stabilities. A coverage of 1/9 was considered in all the
calculations. Less OH–Pt coordination and larger OH–metal distan-
ces minimize the repulsive interaction and favor the adsorption
process given the following adsorption energies: 1) top (�2.62 eV),
2) bridge (�2.28 eV), 3) hollow (�2.57 eV), in agreement with
values in the literature.[18, 32, 33] The prerelaxed surfaces were kept
fixed while the H in the OH radical was fully relaxed. The O was
frozen in all the coordinates at different z distances perpendicular
to the surface. The optimized geometry at final equilibrium (OHads

almost flat parallel to the surface) is also in accordance with litera-
ture data.[34]

The calculations for the OH� ion were performed with the SIESTA
code as well. This program offers the possibility to add an extra
electron to the system; the negative excess charge is then com-
pensated by a constant positive background charge. However,
simply adding an electron does not produce an ion, but a negative-
ly charged metal slab. To localize the extra electron on OH, we ap-
plied an electric field, which was sufficient to shift the affinity level
of OH below the Fermi level of platinum; a field of 2 V ��1 proved
to be sufficient. Keeping this field constant, we calculated the
energy of the ions as a function of the distance, in the range of 2
to 4.6 �. To obtain absolute values, the resulting energies have to
be corrected for four effects: 1) the effect of the field, 2) the effect
of background charge on the energy of the ion, 3) the self-interac-
tion of the background charge, and 4) the interaction energy of
the slab with the background[9] and the field. The first two terms
are easily calculated; the latter two are independent of the posi-
tion of the ion, as long as it does not form a chemical bond with
the metal, which is true in the range investigated. The latter two
terms are difficult to calculate for numerical reasons and were not
evaluated. Instead, the energy of the ion, corrected for the first
two effects, was adjusted by adding a constant in such a way that
at large distances it reproduces the experimental electron affinity
of the radical.
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