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a b s t r a c t

Magnetic exchange coupling parameters are routinely calculated within same structures for high- and
low-spin states, neglecting structural relaxations and temperature effects present in measurements. To
estimate these effects, we calculate magnetic couplings in a set of transition-metal complexes by relaxing
the high-spin and broken-symmetry structures and taking into account the zero-point energies for both
spin configurations. Structural relaxations slightly worsen results relative to experimental values, while
zero-temperature ro-vibrational effects slightly improve calculated couplings. Because the complexes
considered here are the gas-phase structures of the crystal units, our results can be regarded as an
upper-bound for relaxation effects in the crystal-phase.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

The magnetic behavior of polynuclear transition-metal (TM)
complexes is commonly modeled using the Heisenberg-Dirac
Hamiltonian [1,2], given by

bH ¼ �X
i<j

Jij Ŝi � Ŝj; ð1Þ

where Ŝi and Ŝj are spin-operators associated with the spin-mo-
ments of the metal centers fSi; Sjg, and Jij is the magnetic exchange
coupling parameter, which describes the isotropic interaction be-
tween Si and Sj. The theoretical determination of Jij is usually done
by differences in calculated total energies of reference spin-states.
For example, for a system with two spin-centers, fSA; SBg, SA 6 SB,
because the high-spin (HS) and low-spin (LS) states of total
spin quantum numbers S ¼ SA þ SB and S ¼ SA � SB coincide with
the spin-states of Eq. (1), then using the relation bS2 ¼ bS2

AþbS2
B þ 2ŜA � ŜB one can show that JAB is given by

JAB ¼
ELS � EHS

2SASB þ SB
: ð2Þ

A point of concern arises when using single Slater determinant
approaches such as Density Functional Theory (KS-DFT) [3] to de-
scribe the electronic states. In this case the multireference low-
spin eigenstate cannot be rigorously described and one must resort
to broken-symmetry (BS) configurations, j "#i, that are neither
eigenfunctions of bS2 nor the Heisenberg Hamiltonian. In such cases
ll rights reserved.
the use of Eq. (2) is no longer theoretically valid and instead one
must employ the spin-projection (SP) approach [4,5], where JAB is
given by

JAB ¼
EBS � EHS

2SASB
: ð3Þ

It should be noted that the use of Eq. (2) or Eq. (3) in KS-DFT is con-
tentious: [6–8] While in this Letter the SP mapping is employed, we
emphasize that our conclusions will be largely independent of
whether Eq. (2) or Eq. (3) are used. We direct interested readers
to several nice articles for more complete discussions on SP vs. NP
mapping [9,10].

Implicit to the use of the model Hamiltonian in Eq. (1), and cal-
culation of the coupling parameter by Eq. (2) or Eq. (3), is that the
differences in the low-lying magnetic states can be reduced to a
simplified description in terms of spin degrees of freedom only.
In other words, in the theoretical determination of JAB one uses
the same molecular structure for the HS and BS configurations,
and effects such as temperature and zero-point energy are usually
neglected.

On the other hand the experimental determination of JAB is usu-
ally done by measuring the temperature-dependent magnetic sus-
ceptibility of the material, typically provided in crystal phase. JAB

then appears as a free-parameter in the Bleaney–Bowers equation
[11] to be determined by a best-fit with the experimental data
[12,13]. Because the experimental determination of JAB occurs
across a domain of temperatures (up to a few hundred Kelvin),
while the theoretical determination is done at zero Kelvin with a
gas-phase molecular structure, a valid question to ask is to what
extent structural relaxations and zero-point effects can impact

http://dx.doi.org/10.1016/j.cplett.2012.12.013
mailto:jmelo@df.uba.ar
http://dx.doi.org/10.1016/j.cplett.2012.12.013
http://www.sciencedirect.com/science/journal/00092614
http://www.elsevier.com/locate/cplett


J.I. Melo et al. / Chemical Physics Letters 557 (2013) 110–113 111
the theoretically calculated coupling parameter [13]. Here it bears
noting that relaxing structures when calculating magnetic cou-
plings introduces subtleties deserving consideration. For example,
Bovi and Guidoni [14] have found that if the same optimized struc-
ture is used for both the HS and BS configurations, then a bias will
be created for the magnetic configuration in which the structure
was relaxed. This means that using the BS optimized structure low-
ers EBS relative to EHS, thereby making the coupling more negative
(more antiferromagnetic), while using the HS structure incurs the
opposite energy penalty. If however one uses separate optimized
structures for the HS and BS solutions, an additional concern raised
by Neese [13] is that to the extent the two structures differ signif-
icantly then a Heisenberg-description may no longer be valid. With
the above discussion in mind, in this Letter we estimate the mag-
nitude of these effects in homo- and hetero-binuclear TM com-
plexes by performing separate geometry relaxations on the HS
and BS configurations and taking into account zero-point energy
corrections.
Table 1
Comparison of optimized and experimental intermetallic distances, dM�M (in Å).

dM�M

Cryst Opths Optbs

(1) CuII–CuII 2.93 2.60 2.60
(2) CuII–CuII 5.41 5.34 5.32
(3) MnII–CuII 5.43 5.46 5.46
(4) VIV–VIV 3.08 3.08 3.06
(5) MnIII–MnIV 2.55 2.59 2.56
(6) CuII–CuII 3.12 3.11 3.12
(7) CuII–CuII 2.88 2.87 2.87
(9) MnIII–CuII 3.54 3.55 3.56
BISDOW 5.14 5.11 5.11
CAVXUS 5.46 5.51 5.51
[Cu2Cl6]2� 3.39 3.59 3.60
CUAQAC02 2.62 2.53 2.53
PATFIA 3.24 3.39 3.40
YAFZOU 3.02 3.31 3.33
2. Methodology and computational details

For the calculations in this Letter we have chosen a set of tran-
sition-metal (TM) complexes from the open-shell databases of
Rudra [15] and Valero [16]. The complexes in these databases are
well studied experimentally, both in terms of their crystallographic
data and their magnetic properties. The following 14 systems are
employed: four ferromagnetic complexes, given by YAFZOU, (6)
CuII–CuII, (7) CuII–CuII, and (9) MnIII–CuII; eight antiferromagnetic
complexes, given by BISDOW, CAVXUS, [Cu2Cl6]2�, CUAQAC02,
PATFIA, (1) CuII–CuII, (2) CuII–CuII, and (4) VIV–VIV; and lastly, two
ferrimagnetic complexes, given by (3) MnII–CuII, and (5) MnIII–MnIV.

For the calculation of exchange couplings and geometry relax-
ations in this Letter we have used the same GAUSSIAN basis set:
the 6-3111+G basis set plus an additional f-type function of expo-
nent 0:5823a�2

0 for TM atoms, and the 6-31G* basis set for the rest
of the elements. All magnetic exchange couplings were computed
from the energy difference between HS and BS configurations.
The BS solution was obtained from a standard SCF procedure using
an initial guess constructed from the HS solution and ‘flipping’ the
spin-density of one of the metal centers. In all cases, proper con-
vergence to the BS solution was verified by analyzing atomic
spin-densities. All calculations are performed with convergence
criteria of 10�8 RMS variation in the density matrix, 10�6 maxi-
mum variation in any density matrix element, and 10�6 hartree
(� 0:2 cm�1) variation in energy (scf = tight keyword in GAUSSIAN)
in the GAUSSIAN 09 suite of programs [17]. Also for all cases we used
an atomic center numerical integration grid of 99 radial and 590
angular points (grid = ultrafine keyword in GAUSSIAN). All energies
were obtained with the hybrid PBEh functional [18]. This hybrid
functional supplies 25% of Hartree–Fock-like exchange and 75%
of DFT exchange weighting, and has been shown to yield fairly
accurate exchange couplings [16,19].

The optimized geometries for the calculation of exchange
parameters were obtained as follows. Starting from the crystallo-
graphic structure, the geometry was optimized with the same basis
set and density functional (PBEh) as for the calculation of J cou-
plings. The crystallographic structure relaxed in the HS configura-
tion was used as the initial structure for the relaxation of the BS
configuration. Here we note that the accuracy of hybrid functionals
for geometries of TM systems is well-established [20,21].

All magnetic couplings herein are calculated from the difference
in total energies of the HS and BS configurations with the spin-
projection [4,5] mapping of Eq. (3). In this Letter we calculate four
different sets of J coupling parameters, which are defined as fol-
lows: Jcryst , being the coupling calculated using the crystallographic
structure for the HS and BS configurations; Jopt , being the coupling
calculated using optimized structures for both the HS and BS config-
urations; JZPC , being the coupling calculated using optimized struc-
tures for the HS and BS configurations, and including zero-point
energy corrections (ZPC) in the energy difference ðEBS � EHSÞ; Jcryst

ZPC ,
being the coupling calculated using the crystallographic structure
for the HS and BS configurations, but including the aforementioned
ZPC in the energy difference as an approximation to the different
zero-point energies of the HS and BS configurations in the crystal-
phase. These four sets of couplings are then compared against exper-
imental values, Jexp, by means of the relative mean error,

dJ ¼
1
N

XN

i

Ji
calc � Ji

exp

Ji
exp

�����
�����: ð4Þ
3. Results and discussion

It is expected that the more the relaxed structures differ from
the crystallographic structures, then the more Jopt and JZPC will dif-
fer from Jcryst . As a way of characterizing structural changes upon
relaxation, we show in Table 1 the distance between TM atoms,
dM�M, for the crystallographic structure and the optimized HS
and BS configurations. The data in Table 1 combined with a simple
inspection of all the structures indicates that for most systems the
bulk of the geometry relaxation was constituted by structural
changes in the outer parts of the bulky ligands, but not in the ‘core’
ligand structure which bridges the metals. The largest changes in
dM�M correspond to YAFZOU and (1) CuII–CuII, followed by [Cu2-

Cl6]2�, PATFIA, and CUAQAC02. For most of the systems the varia-
tions between the crystallographic dM�M and the relaxed dM�M are
smaller than 0.1 Å, while the largest found is 0.33 Å for (1) CuII–
CuII. On the other hand, the structural changes between the HS
and BS relaxed structures are very small.

It is fair to ask wether one should or not relax the crystallo-
graphic structures to calculate exchange couplings. The general
consensus is that since experiments are performed in crystal phase,
pruned crystallographic structures should yield better calculated
values. However, there are no estimates of how much calculated
couplings on average depend on this. Our calculations show that
relaxing the crystallographic structures indeed worsens calculated
couplings. Nevertheless, despite any effects that may be contrib-
uted by structural relaxations, the error with respect to experiment
contributed by such effects are appreciably smaller than those
intrinsic to the approximate density functional used to calculate
the coupling [16,19,22]. For example, the results of Valero and
coworkers [16] with the M06-X [23] series of hybrid functionals



112 J.I. Melo et al. / Chemical Physics Letters 557 (2013) 110–113
makes clear the dominating effect that admixing of Hartree–Fock-
type exchange has on the coupling, which causes J to transition
from being overestimated at low admixture to underestimated at
high admixture. Similarly, the constrained-DFT calculations of
Rudra and coworkers [15], and Phillips and coworkers [24], dem-
onstrate that effects from the electron delocalization error can be
substantial on the final computed J value. Furthermore, on a sys-
tem-by-system basis structural relaxations appear to impact J
without a marked trend, neither systematically bettering nor wors-
ening the computed coupling.

Since the magnetic transitions involved in susceptibility and
magnetization measurements in single-molecule magnets are adi-
abatic with respect to the nuclear dynamics, no relaxation effects
are expected to occur in such experiments. Therefore the only sig-
nificant nuclear dynamics effect is due to ro-vibrational levels pop-
ulated at zero temperature. To estimate these effects, we simply
added the ZPC to the total HS and BS energies from the calculated
ro-vibratioanl frequencies at the relaxed structures for each com-
plex. The results for JZPC are shown in the rightmost column of Ta-
ble 1. With the exception of CAVXUS, the magnitude of the
exchange couplings is reduced due to ZPC, from less than 1 cm�1

in PATFIA, to 25 cm�1 in (1) CuII–CuII. Interestingly, adding the
ZPC to couplings obtained with the crystallographic structures im-
proves the calculated values in 10 out of 14 systems, the result
being that dJ is the lowest for Jcryst

ZPC .
Since the bridging ligands ‘communicate’ the exchange interac-

tions between the metals, the above discussion implies that one
should not expect J to be strongly impacted by the geometry
relaxations. Indeed in Table 2 it is shown that structural relaxation
effects do not substantially affect J for most systems. In fact, the
relative mean error, dJ , is the lowest for Jcryst and Jcryst

ZPC , and the high-
est for Jopt and JZPC . However the impact on dJ is not substantial,e.g.,
for Jcryst; Jopt ; JZPC , and Jcryst

ZPC it is 0:603; 0:815;0:757, and 0:536,
respectively.

The geometry relaxations did substantially change the computed
J value for (2) CuII–CuII, (9) MnIII–CuII, [Cu2Cl6]2�, and YAFZOU. How-
ever for two of these systems, (9) MnIII–CuII and YAFZOU, the specific
structural relaxations which occurred are not expected to be feasible
in the crystal-phase. For example, for the system (9) MnIII–CuII the
large change in J is likely due to the displacement of the perchlorate
anion during relaxation: in the crystallographic structure the per-
chlorate is at the periphery of the system, yet after relaxation for
both the HS and BS configurations the perchlorate has assumed
a position where one of its oxygens is completing an octahedral
Table 2
Calculated J couplings for crystallographic geometry, Jcryst ; for optimized geometries
without ZPC, Jopt; for optimized geometries with ZPC, JZPC ; and for crystallographic
geometry with ZPC, Jcryst

ZPC . Experimental reference values, Jexp , are provided for
comparison. All couplings listed are in units of cm�1. The relative mean error, dJ , was
calculated excluding [Cu2Cl6]2�.

Complex Jcryst Jopt JZPC Jcryst
ZPC

Jexp

(1) CuII–CuII �125.4 �146.0 �139.6 �119.0 �61.8
(2) CuII–CuII �144.4 �252.6 �228.3 �120.1 �74.8
(3) MnII–CuII �57.0 �52.1 �50.7 �55.6 �31.4
(4) VIV-VIV �178.4 �205.9 �194.0 �166.5 �214
(5) MnIII–MnIV �267.6 �244.4 �236.7 �259.9 �220
(6) CuII–CuII 207.8 291.6 281.4 197.6 168
(7) CuII–CuII 212.4 212.7 205.4 205.1 114
(9) MnIII–CuII 83.1 188.7 182.9 77.3 108.8
BISDOW �492.3 �463.1 �447.7 �476.9 �382
CAVXUS �16.5 �13.9 �17.1 �19.7 �19
[Cu2Cl6]2� �46.6 �183.1 �179.1 �42.6 0 to �94
CUAQAC02 �346.0 �366.2 �349.0 �328.8 �286.0
PATFIA �35.0 19.6 19.3 �35.3 �11
YAFZOU 169.8 92.2 72.4 150.0 111

dJ 0.603 0.815 0.757 0.536
coordination about CuII. Such a reorganization would not be possible
in the crystal-phase. Similarly, in YAFZOU the bridging angles of the
hydroxo and carboxylato groups after optimization are significantly
different from that of the crystallographic structure, the result being
that one terminating phenanthroline ligand has rigidly rotated to be
askew from the other. Again, it is dubious that such a relaxation
would be possible in the crystal-phase.

4. Conclusions

By fully relaxing the pruned crystallographic molecular struc-
tures of a set of 14 bi-metallic molecular magnets, we found that
optimized structures of the HS and BS configurations are for most
systems essentially identical, but in some cases considerably dif-
ferent from their crystallographic counterpart. The strong similar-
ity between the HS and BS optimized geometries confirms that a
Heisenberg-description remains valid, even when structural relax-
ations and their associated effects are considered. The inclusion of
these structural relaxations between the HS and BS configurations
for the evaluation of magnetic exchange couplings slightly worsens
calculated J couplings relative to experimental values. This can be
attributed to the fact that the majority of the structural relaxations
were constituted by conformational changes in the outer structure
of the ligands (e.g., rotation/bending of methyl and methylene
groups) rather than significant changes in the core structure of
the bridging ligands. Because the bridging ligands play a dominant
role in the physics of the magnetic coupling, this accounts for why
many systems experience little change in the calculated coupling
after geometry relaxations. All calculations and geometry optimi-
zations reported herein were done in ‘gas-phase’, and for that rea-
son represent an upper-bound to relaxation effects which can be
expected in the crystal-phase. Therefore, in the bulk material,
where crystal packing significantly reduces the freedom of the li-
gands to relax to different conformations, we expect the effect of
structural changes on J to be even less significant. On the other
hand, nuclear ro-vibrations effects at zero temperature affect much
less than geometry relaxation the calculated couplings, but they
systematically improve PBEh calculated couplings. In closing, we
emphasize the purpose of this Letter was purely to explore the rel-
evance of structural relaxation effects on the calculated magnetic
coupling, and as such we are not recommending that optimized
geometries be used in practical calculations.
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