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Abstract

We study conformal algebras from the point of view of conformal dual of classical Lie coalgebra struc-
tures. We define the notions of Lie conformal coalgebra and bialgebra. We obtain a conformal analog of
the CYBE, the Manin triples and Drinfeld’s double. With the definition of vertex duals, we obtain a natural
description of the Lie algebra associated to a conformal algebra as a convolution algebra, clarifying the
classical constructions in the theory of conformal algebras and vertex algebras.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction

The notion of conformal algebra was introduced by V. Kac as a formal language describing
the singular part of the operator product expansion in two-dimensional conformal field theory.
Classification problems, cohomology theory and representation theory have been developed (see
[2,3,6,8,9], and references therein).

In the present work, we study conformal algebras from the point of view of conformal dual
of classical Lie coalgebra structures. We introduce the notions of Lie conformal coalgebra and
bialgebra (see Section 2). In Section 3, we obtain a conformal analog of the CYBE, we study
coboundary Lie bialgebras, and a conformal version of Manin triples and Drinfeld’s double.
Usually, in the theory of conformal algebras the proofs of conformal version of classical results
need to be carefully translated, as in the present work.
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Two Lie algebras are usually associated to a Lie conformal algebra R, that is Lie(R) and the
annihilation algebra (see [8]). Their construction, at first sight, is not natural unless you look at
a similar notion from vertex algebra theory. In Section 4, using the language of coalgebras, we
will see them as convolution algebras of certain type, obtaining a more natural and conceptual
construction of them.

A generalization to the language of H -pseudoalgebras [1] will appear in [4]. The associative
version of this work is in [10].

2. Conformal bialgebra

2.1. Definitions

First we introduce the basic definitions and notations, see [3,6,8].

Definition 2.1. A Lie conformal algebra R is a C[∂]-module endowed with a C-linear map,

R ⊗ R → C[λ] ⊗ R, a ⊗ b �→ [aλb]

called the λ-bracket, and satisfying the following axioms (a, b, c ∈ R),

Conformal sesquilinearity: [∂aλb] = −λ[aλb], [aλ∂b] = (λ + ∂)[aλb],
Skew-symmetry: [aλb] = −[b−λ−∂a],
Jacobi identity: [aλ[bμc]] = [[aλb]λ+μc] + [bμ[aλc]].

As usual in the theory of conformal algebras, the RHS of skew-symmetry means that we have
to take [bμa], expand as a polynomial in μ with coefficients in R and then evaluate μ = −λ − ∂

with the corresponding action of ∂ in the coefficients.
If we consider the expansion

[aλb] =
∑
n

λn

n! (a(n)b),

the coefficients of λn

n! are called the (n)-products, and the definition can be written in terms of
them.

A Lie conformal algebra is called finite if it has finite rank as C[∂]-module. The notions of
homomorphism, ideal and subalgebras of a Lie conformal algebra are defined in the usual way.

Definition 2.2. A module M over a Lie conformal algebra R is a C[∂]-module endowed
with a C-linear map R ⊗ M → C[λ] ⊗ M , a ⊗ v �→ aλv, satisfying the following axioms
(a, b ∈ R), v ∈ M ,

(M1)λ (∂a)Mλ v = [∂M,aM
λ ]v = −λaM

λ v,

(M2)λ [aM
λ , bM

μ ]v = [aλb]Mλ+μv.

An R-module M is called finite if it is finitely generated over C[∂]. Sometimes it will be
convenient to consider λ-actions with values in the formal power series M�λ�.
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Definition 2.3. Given two C[∂]-modules U and V , a conformal linear map from U to V is a
C-linear map a : U → C[λ] ⊗C V , denoted by aλ : U → V , such that [∂, aλ] = −λaλ, that is
∂V aλ − aλ∂

U = −λaλ. The vector space of all such maps, denoted by Chom(U,V ), is a C[∂]-
module with

(∂a)λ := −λaλ. (2.1)

We define the conformal dual of a C[∂]-module U as U∗c = Chom(U,C), where C is viewed as
the trivial C[∂]-module, that is

U∗c = {
a :U → C[λ] ∣∣ C-linear and aλ(∂b) = λaλ(b)

}
. (2.2)

We shall see that this is the right dual notion in the category of conformal algebras and mod-
ules.

Now, we define gcV := Chom(V ,V ) and, provided that V is a finite C[∂]-module, gcV has
a canonical structure of a Lie conformal algebra defined by

[aλb]μv = aλ(bμ−λv) − b−λ−∂ (aμ+λ+∂v), a, b ∈ gcV, v ∈ V. (2.3)

gcV is called the general Lie conformal algebra of V [6,8].

Remark 2.4. Observe that, by definition, a structure of a conformal module over a Lie conformal
algebra R in a finite C[∂]-module V is the same as a homomorphism of R to the Lie conformal
algebra gcV .

If U and V are modules over a Lie conformal algebra R, then Chom(U,V ) also has an R-
module structure defined by(

aN
λ ϕ

)
μ
u = aV

λ (ϕμ−λu) − ϕμ−λ

(
aU
λ u

)
, (2.4)

where a ∈ R, ϕ ∈ Chom(U,V ) and u ∈ U . Therefore, one particular case is the contragradient
conformal R-module U∗c = Chom(U,C), also called the conformal module, where C is viewed
as the trivial R-module and C[∂]-module.

We shall need the following proposition

Proposition 2.5. Let {ei}ni=1 be a C[∂]-basis of a Lie conformal algebra R and let {uj }mj=1 be
the C[∂]-basis of a conformal R-module U . Then the R-action on U∗c is explicitly given by

ei λu
∗
j = −

∑
k

D
j
ik(λ,−λ − ∂)u∗

k,

where eiλuj = ∑
k Dk

ij (λ, ∂)uk and {u∗
j } is the dual C[∂]-basis in U∗c .

We also define the tensor product U ⊗ V of R-modules as the ordinary tensor product with
C[∂]-module structure (u ∈ U,v ∈ V ):

∂(u ⊗ v) = ∂u ⊗ v + u ⊗ ∂v
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and λ-action defined by (r ∈ R):

rλ(u ⊗ v) = rλu ⊗ v + u ⊗ rλv.

Proposition 2.6. (See [3].) Let U and V be two R-modules. Suppose that U has finite rank as a
C[∂]-module. Then U∗c ⊗V � Chom(U,V ) as R-modules, with the identification (f ⊗v)λ(u) =
fλ+∂V (u)v, f ∈ U∗c, u ∈ U and v ∈ V .

Example 2.7. The Virasoro conformal algebra is defined by:

Vir = C[∂]l, [lλl] = (∂ + 2λ)l.

Example 2.8. Let g be a Lie algebra. The current conformal algebra associated to g is defined
by:

Curg = C[∂] ⊗ g, [aλb] = [a, b], a, b ∈ g.

It is known [6] that the conformal algebras Curg, where g is a finite-dimensional simple Lie
algebra, and Vir exhaust all finite simple conformal algebras. The most important example of
infinite Lie conformal algebra is the following.

Example 2.9. For any positive integer n, we define (see (2.3)):

gcn := gc C[∂]n.

There is a natural isomorphism (see [3])

gcn � MatnC[∂, x]

and the λ-bracket become:[
A(∂, x)λB(∂, x)

] = A(−λ,x + λ + ∂)B(λ + ∂, x) − B(λ + ∂,−λ + x)A(−λ,x)

for any A(∂, x),B(∂, x) ∈ MatnC[∂, x].
The natural λ-action of gcn on C[∂]n is

A(∂, x)λv(∂) = A(−λ,λ + ∂ + α)v(λ + ∂), v(∂) ∈ C[∂]n.

In general, given a module M over a Lie conformal algebra R and α ∈ C, we may construct
the α-twisted module Mα by replacing ∂ by ∂ + α in the formulas for action of R on M .

The gcn-modules C[∂]nα and (C[∂]n∗)α , where α ∈ C, exhaust all finite irreducible gcn-
modules. This is a result of Kac, Radul and Wakimoto. Moreover, these authors completely
described all finite gcn-modules, which amounted to prove a complete reducibility result for
finite modules over the annihilation algebra (see [9]).

Natural conformal analogs to the conformal orthogonal and symplectic Lie algebras appeared
in [3], and a conjecture on the classification of all infinite conformal subalgebras of gcn that act
irreducible on C[∂]n was stated.
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As a motivation for the definition of conformal coalgebra and bialgebra, we use the coho-
mology of conformal algebras [2], in order to get to the right notion of cocycle that will be the
compatibility condition between λ-bracket and coproduct.

Looking at basic complex, a 1-cochain is a map

δ : R → (R ⊗ R)[λ]

such that δλ(∂a) = −λδλ(a) (see Section 3.1 for details). For example, given γ ∈ R⊗R, δλ(a) =
aλγ is a 1-cochain. The condition dδ = 0 becomes

aλ

(
δμ(b)

) − bμ

(
δλ(a)

) = δλ+μ

([aλb]).
But in the reduced complex (we have to take quotient by (λ + ∂M)C̃1, here M = R ⊗ R, for

details see [2, p. 570], or Section 3.1 below), a 1-cochain is

δ : R → (R ⊗ R)

such that δ(∂a) = ∂δ(a) (C[∂]-homomorphism). This give us the following definition:

Definition 2.10. A conformal Lie coalgebra R is a C[∂]-module endowed with a C[∂]-homo-
morphism

δ : R → ∧2R

such that

(I ⊗ δ)δ − τ12(I ⊗ δ)δ = (δ ⊗ I )δ,

where τ12(a ⊗ b ⊗ c) = b ⊗ a ⊗ c.

That is, the standard definition of coalgebra, plus a compatible C[∂]-structure.

Definition 2.11. A conformal Lie bialgebra is a triple (R, [ λ ], δ) such that (R, [ λ ]) is a confor-
mal algebra, (R, δ) is a conformal coalgebra, and they satisfy the cocycle condition:

aλ

(
δ(b)

) − b−λ−∂

(
δ(a)

) = δ
([aλb]). (2.5)

2.2. Duality

Now, the natural question is if the “dual” of one structure produce the other, at least in finite
rank.

Proposition 2.12. Let Φ : R∗c ⊗ R∗c → C[μ] ⊗ (R ⊗ R)∗c given by[
Φμ(f ⊗ g)

]
λ
(r ⊗ r ′) = fμ(r)gλ−μ(r ′). (2.6)

Then we have:
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(a) Φμ(∂f ⊗ g) = −μΦμ(f ⊗ g) and Φμ(f ⊗ ∂g) = (∂ + μ)Φμ(f ⊗ g).
(b) Φ is a homomorphism of C[∂]-modules.

Proof. Straightforward computation. �
We shall use the standard notation:

δ(r) =
∑

r(1) ⊗ r(2). (2.7)

For any f,g ∈ U∗c and u,v ∈ U , we define:

(f ⊗ g)μ,λ(u ⊗ v) = fμ(u)gλ(v). (2.8)

Proposition 2.13. (a) Let (R, δ) be a finite Lie conformal coalgebra, then R∗c = Chom(R,C) is
a Lie conformal algebra with the following bracket (f, g ∈ R∗c):([fμg])

λ
(r) =

∑
fμ(r(1))gλ−μ(r(2)) = (f ⊗ g)μ,λ−μ

(
δ(r)

)
, (2.9)

where δ(r) = ∑
r(1) ⊗ r(2).

(b) Let (R, [ λ ]) be a Lie conformal algebra free of finite rank, that is R = ⊕n
i=1 C[∂]ai ,

then R∗c = Chom(R,C) = ⊕n
i=1 C[∂]ai , where {ai} is a dual C[∂]-basis in the sense that

(ai)λ(a
j ) = δij , is a Lie conformal coalgebra with the following co-bracket:

δ(f ) =
∑
i,j

fμ

([
ai
λa

j
])

(ai ⊗ aj )|λ=∂⊗1, μ=−∂⊗1−1⊗∂ . (2.10)

More precisely, if [
ai
λa

j
] =

∑
k

P
ij
k (λ, ∂)ak,

where P
ij
k are some polynomials in λ and ∂ , then the co-bracket is

δ(ak) =
∑
i,j

Q
ij
k (∂ ⊗ 1,1 ⊗ ∂)ai ⊗ aj ,

where Q
ij
k (x, y) = P

ij
k (x,−x − y).

Proof. (a) We are basically using the map of Proposition 2.12, that replace the classical inclusion
R∗ ⊗ R∗ → (R ⊗ R)∗, that is

Φ : R∗c ⊗ R∗c → C[μ] ⊗ (R ⊗ R)∗c, (2.11)

with [
Φμ(f ⊗ g)

]
λ
(r ⊗ r ′) = fμ(r)gλ−μ(r ′).
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Conformal sesquilinearity follows by (2.1), Proposition 2.12 and the definition of the bracket
in (2.9). Skew-symmetry follows by (2.1) and the skew-symmetry of the coproduct:

[fλg]μ(r) =
∑

fλ(r(1))gμ−λ(r(2)) = −
∑

gμ−λ(r(1))fλ(r(2))

= −[g−λ+μf ]μ(r) = −[g−λ−∂f ]μ(r).

It remains to prove Jacobi. Let f,g,h ∈ R∗c , then

([
fλ[gμh]] − [[fλg]λ+μh

] − [
gμ[fλh]])

ν
(r)

=
∑((

f ⊗ [gμh])
λ,ν−λ

− ([fλg] ⊗ h
)
λ+μ,ν−λ−μ

− (
g ⊗ [fλh])

μ,ν−μ

)
(r(1) ⊗ r(2))

=
∑

(f ⊗ g ⊗ h)λ,μ,ν−λ−μ

(
r(1) ⊗ (r(2))(1) ⊗ (r(2))(2) − (r(1))(1) ⊗ (r(1))(2) ⊗ r(2)

− (r(2))(1) ⊗ r(1) ⊗ (r(2))(2)

)
and the last term is co-Jacobi identity.

(b) It is clear that both expressions for δ are equivalent since, using (2.10), we have

δ(ak) =
∑
i,j

(ak)μ
([

ai
λa

j
])

(ai ⊗ aj )|λ=∂⊗1, μ=−∂⊗1−1⊗∂

=
∑
i,j

(ak)μ

(∑
l

P
ij
l (λ, ∂)al

)
(ai ⊗ aj )|λ=∂⊗1, μ=−∂⊗1−1⊗∂

=
∑
i,j

P
ij
k (λ,μ)(ai ⊗ aj )|λ=∂⊗1, μ=−∂⊗1−1⊗∂

=
∑
i,j

Q
ij
k (∂ ⊗ 1,1 ⊗ ∂)ai ⊗ aj .

The skew-symmetry of R is equivalent to P
ij
k (λ, ∂) = −P

ji
k (−λ − ∂, ∂), that translate to

Q
ij
k (x, y) = −Q

ji
k (y, x), that is, δ(f ) ∈ ∧2R. Let us check co-Jacobi identity. We have

(I ⊗ δ)δ(ak) − τ12(I ⊗ δ)δ(ak)

=
∑

i,j,l,r

Q
ij
k (∂ ⊗ 1 ⊗ 1,1 ⊗ ∂ ⊗ 1 + 1 ⊗ 1 ⊗ ∂)

× Qlr
j (1 ⊗ ∂ ⊗ 1,1 ⊗ 1 ⊗ ∂)(ai ⊗ al ⊗ ar) − τ12 (the same term).

On the other hand,

(δ ⊗ I )δ(ak) =
∑

i,j,l,r

Q
ij
k (∂ ⊗ 1 ⊗ 1 + 1 ⊗ ∂ ⊗ 1,1 ⊗ 1 ⊗ ∂)

× Qlr
i (∂ ⊗ 1 ⊗ 1,1 ⊗ ∂ ⊗ 1)(al ⊗ ar ⊗ aj ).
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Writing these identities in terms of P
ij
k , it is easy to see that it is equivalent to conformal Jacobi

identity, finishing the proof. �
Remark 2.14. (a) Proposition 2.13 hold if we replace Lie conformal algebras by associative
conformal algebras. The details of analogous results and definitions will appear in [10].

(b) The appearance of the relation Q(x,y) = P(x,−x − y) in Proposition 2.13 shows that
there is a natural interpretation in the language of Lie pseudo-algebras (cf. Eq. (1.5) in [1]).
A detail study will appear in [4].

2.3. Examples

Example 2.15. Let R = C[∂]L and δ(p(∂)L) = p(∂⊗)(∂L ⊗ L − L ⊗ ∂L) with ∂⊗ := ∂ ⊗ 1 +
1 ⊗ ∂ , then it is a conformal coalgebra, and (R∗c, δ∗c) is isomorphic to Vir as conformal algebras.
But it is not a bialgebra structure on Vir since

Lλδ(L) − L−λ−∂⊗δ(L) = 5δ[LλL].

Proposition 2.16. If R is a conformal Lie coalgebra free of rank 1, then R � C[∂]L with δ ≡ 0
or δ(L) = c(∂L⊗L−L⊗∂L), c ∈ C. Therefore, there is no non-trivial conformal Lie bialgebra
of rank 1.

Proof. Since any non-trivial conformal Lie algebra of rank 1 is isomorphic to Vir (see
[6, p. 386]), the result follows. �
Example 2.17. Let (g, [,], δ̄) be a Lie bialgebra. Now Cur(g) has a natural conformal Lie bial-
gebra structure defined by

δ
(
p(∂)a

) = p(∂ ⊗ 1 + 1 ⊗ ∂)δ̄(a)

but not all the bialgebra structures on Cur(g) are of this form, as it is shown in the next example.

Example 2.18. Fix p(λ) ∈ C[λ] and let Rp = C[∂]a ⊕ C[∂]b be a rank 2 solvable Lie conformal
algebra with λ-brackets given by (extend it by skew-symmetry and sesquilinearity)

[aλa] = 0 = [bλb], [aλb] = p(λ)b.

It is possible to see that Rp � Rq with p,q ∈ C[λ] if and only if p(λ) = cq(λ), with 0 �= c ∈ C.
We do not plan to give an exhaustive classification of conformal Lie bialgebra structures on Rp ,
instead, we shall study bialgebra structures on Rp whose underlying coalgebra structure comes
from the dual of a solvable Lie conformal algebra Rq , q ∈ C[λ]. That is, fix q ∈ C[λ], then by
applying Proposition 2.13 to Rq we obtain a Lie conformal coalgebra structure on Rp by taking
δq : Rp → ∧2Rp given by

δq(a) = 0, δq(b) = q(∂)a ∧ b.

A simple computation shows that δq is a bialgebra structure on Rp if and only if p(x)q(x)

is an odd polynomial (i.e. −p(x)q(x) = p(−x)q(−x)). Observe that distinct q satisfying this
condition produce non-isomorphic bialgebra structures in Rp .
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In the special case of p(λ) ≡ 1, we have that Rp � Cur(T2) where T2 is the 2-dimensional
Lie algebra considered in Examples 2.2 and 3.2 in [7]. In this case every odd polynomial q

produce a non-isomorphic bialgebra structure in Cur(T2), obtaining bialgebra structures that
do not come from bialgebra structures in T2, as in the previous example. Moreover, in order
to see how different is the situation from the classical case, observe that if q(x) = x, then
δq(t) = (dr)λ(t)|λ=−∂⊗2 = tλr|λ=−∂⊗2 for all t ∈ Rp , where r = 1

2 (∂x ⊗ x − x ⊗ ∂x) (cf. (3.2)
below), showing that there are coboundary structures δ = dr (see next section for the defini-
tion) in Cur(T2) with δ(a) = 0 and such structures are not present in the Lie algebra T2 (see
Example 3.2 in [7]).

Example 2.19. Let gc1 = C[∂, x] as in Example 2.9. By direct computations, it is non-trivial to
see that

δ
(
xn

) = xn
λ(∂ ⊗ 1 − 1 ⊗ ∂)|λ=−(∂⊗1+1⊗∂)

gives a conformal Lie bialgebra structure on gc1. It can be explicitly written as follows

δ
(
xn

) =
n∑

i=1

(
n

i

)[
xn−i ⊗ (−∂)i+1 − (−∂)i+1 ⊗ xn−i

]
.

This is an example of coboundary conformal Lie bialgebra defined in the following section.

Remark 2.20. The examples presented here shows that this theory is richer than the classical
Lie bialgebra theory. We are far from classification results in this context. Observe that it is not
known if a conformal version of Whitehead’s lemma holds for Cur(g), with g simple.

3. Coboundary conformal Lie bialgebras

In this section we study a very important class of conformal Lie algebras, for which the coal-
gebra structure comes from a 1-coboundary of the algebra.

3.1. Cohomology of conformal algebras

For completeness, we shall present the definition given in [2].

Definition 3.1. An n-cochain (n ∈ Z+) of a conformal Lie algebra R with coefficients in an
R-module M is a C-linear map

γ : R⊗n → M[λ1, . . . , λn], a1 ⊗ · · · ⊗ an �→ γλ1,...,λn(a1, . . . , an),

satisfying the following conditions:

(1) γλ1,...,λn(a1, . . . , ∂ai, . . . , an) = −λiγλ1,...,λn(a1, . . . , an),
(2) γ is skew-symmetric with respect to simultaneous permutations of ai ’s and λi ’s.
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As usual, we let R⊗0 = C, so that a 0-cochain is an element of M . Sometimes, when the
λ-action on the module M takes values in formal power series, we should also consider formal
power series instead of polynomials in the definition of cochains.

The differential d of an n-cochain γ is defined as follows:

(dγ )λ1,...,λn+1(a1, . . . , an+1)

=
n+1∑
i=1

(−1)i+1aiλi
γλ1,...,λ̂i ,...,λn+1

(a1, . . . , âi , . . . , an+1)

+
n+1∑

i,j=1; i<j

(−1)i+j γλi+λj ,λ1,...,λ̂i ,...,λ̂j ,...,λn+1

([aiλi
aj ], a1, . . . , âi , . . . , âj , . . . , an+1

)
,

where γ is extended linearly over the polynomials in λi . In particular, if γ ∈ M is a 0-cochain,
then (dγ )λ(a) = aλγ .

The cochains of a conformal Lie algebra R with coefficients in a module M form a complex,
which is called the basic complex and will be denoted by

C̃•(R,M) =
⊕
n∈Z+

C̃n(R,M).

In order to define the right cohomology of conformal Lie algebras, we need to define a C[∂]-
module structure on C̃•(R,M) by letting

(∂ · γ )λ1,...,λn(a1, . . . , an) =
(

∂M +
n∑

i=1

λi

)
γλ1,...,λn(a1, . . . , an), (3.1)

where ∂M denotes the action of ∂ on M .
It is easy to see that d∂ = ∂d . Now define the reduced complex by

C•(R,M) = C̃•(R,M)/∂C̃•(R,M) =
⊕
n∈Z+

Cn(R,M).

Then, the cohomology H •(R,M) of a conformal Lie algebra R with coefficients in M is the
cohomology of the reduced complex. The basic cohomology corresponds to the basic complex.

Remark 3.2. Note that the cocycle condition for the cocommutator δ : R → ∧2R in the definition
of a conformal Lie algebra is indeed the condition that δ be a 1-cocycle of R with coefficients in
∧2R in the reduced complex.

3.2. Definitions and conformal CYBE

Among the 1-cocycles of R with values in ∧2R are the 1-coboundaries δ that comes from the
differential of an element r ∈ ∧2R, that is

δ(a) = (dr)λ(a)|
λ=−∂⊗2 = aλr|λ=−∂⊗2 , (3.2)
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for all a ∈ R and with ∂⊗2 := ∂ ⊗ 1 + 1 ⊗ ∂ . In this case we shall use the following abbreviated
notation:

δ = dr := (dr)−∂⊗2 . (3.3)

The main difference with the classical Lie algebra case is the appearance of λ that should be
evaluated in −∂ . Sometimes we will simply use ∂ instead of ∂⊗2

. As in the Lie algebra case, it
will be convenient to consider the more general situation with r ∈ R ⊗ R.

Definition 3.3. A coboundary conformal Lie bialgebra is a triple (R, [ λ ], r), with r ∈ R ⊗ R,
such that (R, [ λ ], dr) is a conformal Lie bialgebra. In this case, the element r ∈ R ⊗ R is said
to be a coboundary structure.

Let r ∈ R ⊗ R, with r = ∑
i ai ⊗ bi . Now define

�
r, r

� =
∑
i,j

([aiμaj ] ⊗ bi ⊗ bj |μ=1⊗∂⊗1

− ai ⊗ [aj μ
bi] ⊗ bj |μ=1⊗1⊗∂ − ai ⊗ aj ⊗ [bj μ

bi]|μ=1⊗∂⊗1
)
. (3.4)

Now, we can state one of the main results of this article.

Theorem 3.4. Let R be a conformal Lie algebra and let r ∈ R ⊗ R. The map

δ(a) = (dr)λ(a)|
λ=−∂⊗2 = aλr|λ=−∂⊗2 ,

is the cocommutator of a conformal Lie bialgebra structure on R if and only if the following
conditions are satisfied:

(a) the symmetric part of r is R-invariant, that is:

aλ

(
r + r21)∣∣

λ=−∂⊗2 = 0

where r21 = ∑
bi ⊗ ai , if r = ∑

ai ⊗ bi .

(b) aλ�r, r�|λ=−∂⊗3 = 0, where ∂⊗3 = ∂ ⊗ 1 ⊗ 1 + 1 ⊗ ∂ ⊗ 1 + 1 ⊗ 1 ⊗ ∂ .

Remark 3.5. (1) This result have been recently generalized in [4] in the context of H-
pseudoalgebras, introduced in [1]. The analogous to the CYBE becomes more symmetric in
the language of H-pseudoalgebras, and it is a generalization of the classical case that is obtained
with H = C.

(2) Condition (b) in previous theorem means that we have to take �r, r� with the evaluation
of μ included, that is an element of R ⊗ R ⊗ R, and then apply the λ-action of a, take the
expansion in powers of λ followed by the corresponding evaluation of λ.

In order to prove the theorem, we shall need the following result
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Lemma 3.6. Let R be a conformal Lie algebra and let r = ∑
i ai ⊗ bi ∈ R ⊗ R. If we take

δ(a) = (dr)λ(a)|λ=−∂⊗ = aλr|λ=−∂⊗ , then

(δ ⊗ 1)
(
δ(x)

) =
∑
i,j

([[xλai]μaj

] ⊗ bj ⊗ bi + aj ⊗ [[xλai]μbj

] ⊗ bi

+ [aiμaj ] ⊗ bj ⊗ [xλbi] + aj ⊗ [aiμbj ] ⊗ [xλbi]
)∣∣

λ=−∂⊗3
, μ=−(∂⊗2⊗1)

,

where in this case (cf. Remark 3.5(2)) the right-hand side is understood in the following way:
take the λ and μ-brackets, expand the four terms as a polynomial in λ and μ with coefficients in
R ⊗ R ⊗ R, and then make the corresponding evaluation of λ and μ.

Proof. We have

(δ ⊗ 1)
(
δ(x)

) = (δ ⊗ 1)

(∑
i

([xλai] ⊗ bi + ai ⊗ [xλbi]
)∣∣

λ=−∂⊗2

)

= (δ ⊗ 1)

(∑
i

∑
k�0

(−1)k

k! (∂ ⊗ 1 + 1 ⊗ ∂)k
(
(x(k)ai) ⊗ bi + ai ⊗ (x(k)bi)

))
.

Now, using that (δ ⊗ 1)(∂⊗2
(a ⊗ b)) = ∂⊗3

(δ ⊗ 1(a ⊗ b)), we obtain

(δ ⊗ 1)
(
δ(x)

) =
∑

i

∑
k�0

(−1)k

k!
(
∂⊗3)k(

δ(x(k)ai) ⊗ bi + δ(ai) ⊗ (x(k)bi)
)

=
∑
i,j

∑
k�0

(−1)k

k!
(
∂⊗3)k([

(x(k)ai)μaj

] ⊗ bj ⊗ bi + aj ⊗ [
(x(k)ai)μbj

] ⊗ bi

+ [aiμaj ] ⊗ bj ⊗ (x(k)bi) + aj ⊗ [aiμbj ] ⊗ (x(k)bi)
)∣∣

μ=−(∂⊗2⊗1)

=
∑
i,j

([[xλai]μaj

] ⊗ bj ⊗ bi + aj ⊗ [[xλai]μbj

] ⊗ bi

+ [aiμaj ] ⊗ bj ⊗ [xλbi] + aj ⊗ [aiμbj ] ⊗ [xλbi]
)∣∣

λ=−∂⊗3
, μ=−(∂⊗2⊗1)

,

completing the proof. �
Proof of Theorem 3.4. We shall translate the proof given in [5] for the classical case. Many
details and cancellations are not obvious in the conformal case.

The proof that condition (a) is equivalent to the skew-symmetry of δ is straightforward. So,
we need to prove that (b) (in the presence of (a)) is equivalent to co-Jacobi identity. In fact we
shall see that ∑

c.p.

(δ ⊗ 1)δ(x) + xλ�r, r�|λ=−∂⊗3 = 0,

where
∑

c.p. means that we also have to add the two similar terms obtained by the cyclic permu-
tation of the factors in R ⊗ R ⊗ R.
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Using the previous lemma and taking care of the interpretation of the evaluation of λ and μ,
and the corresponding cyclic permutation, we have

∑
c.p.

(δ ⊗ 1)
(
δ(x)

)
=

∑
i,j

([[xλai]μaj

] ⊗ bj ⊗ bi + aj ⊗ [[xλai]μbj

] ⊗ bi

+ [aiμaj ] ⊗ bj ⊗ [xλbi] + aj ⊗ [aiμbj ] ⊗ [xλbi]
)∣∣

λ=−∂⊗3
, μ=−(∂⊗2⊗1)

+
∑
i,j

(
bj ⊗ bi ⊗ [[xλai]μaj

] + [[xλai]μbj

] ⊗ bi ⊗ aj

+ bj ⊗ [xλbi] ⊗ [aiμaj ] + [aiμbj ] ⊗ [xλbi] ⊗ aj

)∣∣
λ=−∂⊗3

, μ=−(1⊗1⊗∂+∂⊗1⊗1)

+
∑
i,j

(
bi ⊗ [[xλai]μaj

] ⊗ bj + bi ⊗ aj ⊗ [[xλai]μbj

]
+ [xλbi] ⊗ [aiμaj ] ⊗ bj + [xλbi] ⊗ aj ⊗ [aiμbj ]

)∣∣
λ=−∂⊗3

, μ=−(1⊗∂⊗2
)
. (3.5)

We shall assign a number to the twelve terms in (3.5), for example the term (3) is [aiμaj ]⊗ bj ⊗
[xλbi] with the corresponding evaluation in λ and μ.

On the other hand, taking care of the order of the evaluation of μ and λ, and using skew-
symmetry of the λ-bracket (see Remark 3.5(2) and (3.4)), we have

xλ�r, r�|λ=−∂⊗3

=
∑
i,j

[
xλ

([aiμaj ] ⊗ bi ⊗ bj |μ=1⊗∂⊗1
)

− xλ

(
ai ⊗ [aj μ

bi] ⊗ bj |μ=1⊗1⊗∂

) − xλ

(
ai ⊗ aj ⊗ [bj μ

bi]|μ=1⊗∂⊗1
)]∣∣

λ=−∂⊗3

=
∑
i,j

([
xλ[aiμaj ]

] ⊗ bi ⊗ bj |μ=1⊗∂⊗1 + [aiμaj ] ⊗ [xλbi] ⊗ bj |μ=−(∂⊗1⊗1+1⊗1⊗∂)

+ [aiμaj ] ⊗ bi ⊗ [xλbj ]|μ=1⊗∂⊗1 + [xλai] ⊗ [biμaj ] ⊗ bj |μ=−(1⊗∂⊗1+1⊗1⊗∂)

+ ai ⊗ [
xλ[biμaj ]

] ⊗ bj |μ=−(1⊗∂⊗1+1⊗1⊗∂) + ai ⊗ [biμaj ] ⊗ [xλbj ]|μ=∂⊗1⊗1

+ [xλai] ⊗ aj ⊗ [biμbj ]|μ=−(1⊗∂⊗1+1⊗1⊗∂) + ai ⊗ [xλaj ] ⊗ [biμbj ]|μ=∂⊗1⊗1

+ ai ⊗ aj ⊗ [
xλ[biμbj ]

]∣∣
μ=−(1⊗∂⊗1+1⊗1⊗∂)

)∣∣
λ=−∂⊗3 . (3.6)

We shall assign a number with a tilde to the nine terms at the RHS of (3.6), for example the term
(̃3) is [aiμaj ] ⊗ bi ⊗ [xλbj ] with the corresponding evaluation in λ and μ. Observe that in both
Eqs. (3.5) and (3.6), the expansions and evaluations are understood as in Lemma 3.6. Now, the
study of the sum of both equations is divided in several steps.

First, observe that (3) + (̃3) = 0. Indeed, using skew-symmetry, we get for λ = −∂⊗3
(with a

summation over repeated indices understood)
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(3) = [aiμaj ] ⊗ bj ⊗ [xλbi]|μ=−(∂⊗1⊗1+1⊗∂⊗1)

= −[aj−μ−∂⊗1⊗1ai] ⊗ bj ⊗ [xλbi]|μ=−(∂⊗1⊗1+1⊗∂⊗1)

= −[aj μ
ai] ⊗ bj ⊗ [xλbi]|μ=1⊗∂⊗1 = −(̃3).

Similarly, we have (4) + (̃6) = 0.
Interchanging the indices i and j and using Jacobi identity, we have (λ = −∂⊗3

)

(1) + (̃1) = [[xλaj ]μai

] ⊗ bi ⊗ bj |μ=−∂⊗2⊗1
+ [

xλ[aiμaj ]
] ⊗ bi ⊗ bj |μ=1⊗∂⊗1

= [[xλai]μaj

] ⊗ bi ⊗ bj |μ=−(∂⊗1⊗1+1⊗1⊗∂). (3.7)

Now, using the invariance property∑
i

xλ(ai ⊗ bi + bi ⊗ ai)|λ=−∂⊗2 = 0 (3.8)

of part (a) of this theorem, and (3.7), we obtain for λ = −∂⊗3

(6) + (1) + (̃1) = ([[xλai]μbj

] ⊗ bi ⊗ aj + [[xλai]μaj

] ⊗ bi ⊗ bj

)∣∣
μ=−(∂⊗1⊗1+1⊗1⊗∂)

= (−aj ⊗ bi ⊗ [[xλai]μbj

] − bj ⊗ bi ⊗ [[xλai]μaj

])∣∣
μ=−(∂⊗1⊗1+1⊗1⊗∂)

:= (A) + (B),

observe that we could apply the invariance in the previous equation because we had μ evaluated
in the right way. This is a detail that we have to take care in the conformal case! It is easy to see
that (B) + (5) = 0, hence it remains to cancel (A).

Now, if we denote ad xλ the conformal adjoint, that is ad xλ(y) := [xλy], then using skew-
symmetry we get

(11) + (̃4)

= [xλbi] ⊗ [aiμaj ] ⊗ bj + [xλai] ⊗ [biμaj ] ⊗ bj |λ=−∂⊗3
,μ=−1⊗∂⊗2

= −[xλbi] ⊗ [aj −μ−1⊗∂⊗1ai] ⊗ bj − [xλai] ⊗ [aj −μ−1⊗∂⊗1bi] ⊗ bj |λ=−∂⊗3
, μ=−1⊗∂⊗2

= −[
(1 ⊗ ad aj −μ−1⊗∂ )

([xλbi] ⊗ ai + [xλai] ⊗ bi

)∣∣
λ=−∂⊗2

] ⊗ bj |μ=−1⊗∂⊗2 (3.9)

where the last term has to be understood in the following way: first take the λ-brackets, expand
in λ-powers and evaluate λ (which is different from the λ in the second term), then take 1 ⊗ ad ,
expand in μ-powers and finally evaluate μ. Now, since λ is the right one in (3.9), we can use the
invariance property (3.8), obtaining

(11) + (̃4)

= [
(1 ⊗ ad aj −μ−1⊗∂ )

(
ai ⊗ [xλbi] + bi ⊗ [xλai]

)∣∣
λ=−∂⊗2

] ⊗ bj |μ=−1⊗∂⊗2

= ai ⊗ [
aj −μ−1⊗∂⊗1[xλbi]

] ⊗ bj + bi ⊗ [
aj−μ−1⊗∂⊗1[xλai]

] ⊗ bj |λ=−∂⊗3
, μ=−1⊗∂⊗2

= ai ⊗ [
aj μ

[xλbi]
] ⊗ bj + bi ⊗ [

aj μ
[xλai]

] ⊗ bj |λ=−∂⊗3
, μ=1⊗1⊗∂

:= (C) + (D).



Author's personal copy

J.I. Liberati / Journal of Algebra 319 (2008) 2295–2318 2309

and it is obvious that (D) + (9) = 0, hence it remains (C).
Similarly, we have

(12) + (̃7) = −(1 ⊗ 1 ⊗ ad bj −μ−1⊗1⊗∂ )
([xλbi] ⊗ aj ⊗ ai

+ [xλai] ⊗ aj ⊗ bi |λ=−(∂⊗1⊗1+1⊗1⊗∂)

)∣∣
μ=−1⊗∂⊗2

= (1 ⊗ 1 ⊗ ad bj −μ−1⊗1⊗∂ )
(
ai ⊗ aj ⊗ [xλbi]

+ bi ⊗ aj ⊗ [xλai]|λ=−(∂⊗1⊗1+1⊗1⊗∂)

)∣∣
μ=−1⊗∂⊗2

= ai ⊗ aj ⊗ [
bj μ

[xλbi]
] + bi ⊗ aj ⊗ [

bj μ
[xλai]

]∣∣
λ=−∂⊗3

, μ=1⊗∂⊗1
:= (E) + (F )

and it is obvious that (F )+ (10) = 0, hence it remains (E). In a similar way, it is easy to see that

(8) + (̃2) = −bj ⊗ [xλbi] ⊗ [aiμaj ] − aj ⊗ [xλbi] ⊗ [aiμbj ]|λ=−∂⊗3
, μ=−(∂⊗1⊗1+1⊗1⊗∂)

:= (G) + (H)

and we have (G) + (7) = 0, hence it remains (H).
By a simple computation and taking care of the different values of λ and μ, it is easy to

see that (2) + (̃5) + (C) = 0 by Jacobi identity. Now, we can write, using skew-symmetry and
invariance property,

(̃8) + (A) + (H)

= ai ⊗ ([xλaj ] ⊗ [bi −μ−1⊗1⊗∂bj ]
− bj ⊗ [[xλaj ]μbi

] − [xλbj ] ⊗ [aj μ
bi]

)∣∣
λ=−∂⊗3

, μ=−(∂⊗1⊗1+1⊗1⊗∂)

= ai ⊗ (1 ⊗ ad biμ)
([xλaj ] ⊗ bj + bj ⊗ [xλaj ] + [xλbj ] ⊗ aj |λ=−∂⊗2

)∣∣
μ=∂⊗1⊗1

= −ai ⊗ (1 ⊗ ad biμ)
(
aj ⊗ [xλbj ]|λ=−∂⊗2

)∣∣
μ=∂⊗1⊗1

= −ai ⊗ aj ⊗ [
biμ[xλbj ]

]∣∣
λ=−∂⊗3

, μ=∂⊗1⊗1
. (3.10)

Finally, a simple computation shows that (̃9) + (E) + (3.10) = 0 by Jacobi identity, and it is
easy to check that we have canceled all the terms, finishing the proof. �
Definition 3.7. A quasitriangular conformal Lie bialgebra is a coboundary Lie bialgebra
(R, [ λ ], r) with r ∈ R ⊗ R such that �r, r� = 0 mod (∂⊗3

) and r is R-invariant: xλ(r +
r21)|

λ=−∂⊗2 = 0.

Observe that instead of �r, r� = 0, we put �r, r� = 0 mod (∂⊗3
), and this condition automati-

cally implies aλ�r, r�|λ=−∂⊗3 = 0 by sesquilinearity.
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3.3. Conformal Manin triples

Let us recall some basic notions defined in [3]. Let V be a C[∂]-module. A conformal bilinear
form on V is a C-bilinear map 〈 , 〉λ : V × V → C[λ] such that

〈∂v,w〉λ = −λ〈v,w〉λ = −〈v, ∂w〉λ for all v,w ∈ V.

The conformal bilinear form is symmetric if 〈v,w〉λ = 〈w,v〉−λ for all v,w ∈ V .
The conformal bilinear form in a conformal Lie algebra R is called invariant if〈[aμb], c〉

λ
= 〈

a, [bλ−∂c]
〉
μ

= −〈
a, [c−λb]〉

μ
(3.11)

for all a, b, c ∈ R.
Given a conformal bilinear form on a C[∂]-module V , we have a homomorphism of C[∂]-

modules, L : V → V ∗c , v �→ Lv , given as usual by

(Lv)λw = 〈v,w〉λ, v ∈ V. (3.12)

Let V be a free finite rank C[∂]-module and fix β = {e1, . . . , eN } a C[∂]-basis of V . Then
the matrix of 〈 , 〉λ with respect to β is defined as Pi,j (λ) = 〈ei, ej 〉λ. Hence, identifying V with
C[∂]N , we have 〈

v(∂),w(∂)
〉
λ

= vt (−λ)P (λ)w(λ). (3.13)

Observe that P t (−x) = P(x) if the conformal bilinear form is symmetric. We also have that
ImL = P(−∂)V ∗c , where L is defined in 3.12. Indeed, given v(∂) ∈ V , consider gλ ∈ V ∗c de-
fined by gλ(w(∂)) = vt (−λ)w(λ), then by 3.13

(Lv(∂))λw(∂) = vt (−λ)P (λ)w(λ) = gλ

(
P(∂)w(∂)

) = (
P(−∂)g

)
λ

(
w(∂)

)
,

where in the last equality we are identifying V ∗c with C[∂]N in the natural way, that is f ∈ V ∗c

corresponds to (f−∂e1, . . . , f−∂eN) ∈ C[∂]N .
Now, suppose that a conformal bilinear form satisfies that 〈v,w〉λ = 0 for all w ∈ V , implies

v = 0. Then L gives an isomorphism between V and P(−∂)V ∗c , with detP �= 0, and in this
case the bilinear form was called non-degenerate in [3]. But in this work, a conformal bilinear
form is called non-degenerate if L gives an isomorphism between V and V ∗c. Therefore, if the
conformal bilinear form is non-degenerate, then detP is a non-zero scalar.

Definition 3.8. A (finite rank) conformal Manin triple is a triple of finite rank Lie conformal
algebras (R,R1,R0), where R is equipped with a non-degenerate invariant symmetric bilinear
form 〈 , 〉λ such that

1. R1,R0 are Lie conformal subalgebras of R and R = R0 ⊕ R1 as C[∂]-module.
2. R0 and R1 are isotropic with respect to 〈 , 〉λ, that is 〈Ri,Ri〉λ = 0 for i = 0,1.

Theorem 3.9. Let L be a Lie conformal algebra free of finite rank. Then there is a one-to-one
correspondence between Lie conformal bialgebra structures on L and conformal Manin triples
(R,R1,R0) such that R1 = L.
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Proof. Given a Lie conformal bialgebra L, we construct a Manin triple in the following way: we
set R1 = L, R0 = L∗c with the Lie conformal algebra structure given by the dual of the coalgebra
structure in L, R = L ⊕ L∗c, and take the non-degenerate symmetric conformal bilinear form
given by

〈a + f,b + g〉λ = fλ(b) + g−λ(a).

Now, observe that the invariance of the bilinear form uniquely determines the bracket on L⊕L∗c,
namely: let {ei}ni=1 be a C[∂]-basis of R1 and let {e∗

i }ni=1 be the dual basis in R0 � R∗c
1 . Suppose

that

[ei λej ] =
∑

s

As
ij (λ, ∂)es,

[
e∗
i λe

∗
j

] =
∑

s

B
ij
s (λ, ∂)e∗

s . (3.14)

Then, using invariance, we get〈[
e∗
i λej

]
, ek

〉
μ

= 〈
e∗
i , [ej μ−∂ek]

〉
λ

=
∑

s

〈
e∗
i ,A

s
jk(μ − ∂, ∂)es

〉
λ

= Ai
jk(μ − λ,λ) = 〈

Ai
jk(−∂ − λ,λ)e∗

k , ek

〉
μ

and 〈[
ej λe

∗
i

]
, e∗

k

〉
μ

= 〈
ej ,

[
e∗
i μ−∂e

∗
k

]〉
λ

=
∑

s

〈
ej ,B

ik
s (μ − ∂, ∂)e∗

s

〉
λ

= Bik
j (μ − λ,λ) = 〈

Bik
j (−λ − ∂,λ)ek, e

∗
k

〉
μ
.

Hence, using skew-symmetry, we have[
e∗
i λej

] =
∑

k

(
Ai

jk(−∂ − λ,λ)e∗
k − Bik

j (λ,−λ − ∂)ek

)
=

∑
k

(
Ai

jk(−∂ − λ,λ)e∗
k − Cik

j (λ, ∂)ek

)
, (3.15)

where C(λ, ∂) = B(λ,−λ − ∂). By Proposition 2.5, the bracket can be rewritten as follows:

[fλx] = ad∗(f )λ(x) − ad∗(x)−λ−∂ (f ),

where ad∗ denotes the coadjoint actions of L on L∗ and L∗ on L. It remains to show that this is
indeed a Lie conformal algebra bracket (i.e. it satisfies the Jacobi identity, because sesquilinearity
is clear).

We must show that (cf. Definition 2.1)

0 = [
e∗
p λ[ek μel]

] − [[
e∗
p λek

]
λ+μ

el

] − [
ek μ

[
e∗
p λel

]]
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together with a similar relation involving two e∗’s and one e. Expanding it, by using (3.15), we
get

0 =
∑
t,i

Ai
kl(μ,λ + ∂)

(
A

p
it (−λ − ∂,λ)e∗

t − C
pt
i (λ, ∂)et

)
−

∑
t,i

A
p
ki(μ,λ)

(
Ai

lt (−λ − μ − ∂,λ + μ)e∗
t − Cit

l (λ + μ,∂)et

)
+

∑
t,i

At
il(λ + μ,∂)C

pi
k (λ,−λ − μ)et

+
∑
t,i

A
p
li(−λ − μ − ∂,λ)

(
Ai

kt (μ,−μ − ∂)e∗
t − Cit

k (−μ − ∂, ∂)et

)
+

∑
t,i

At
ki(μ, ∂)C

pi
l (λ,μ + ∂)et . (3.16)

The coefficients of e∗
t in (3.16) gives a relation equivalent to the Jacobi identity of L, and it is

easy to see (after renaming some variables) that the coefficients of et in (3.16) gives a relation
equivalent to (3.21) which is exactly the 1-cocycle condition of the cobracket in L (see below).
In a similar way, the other Jacobi identity in L⊕L∗ is equivalent to (3.21) and the Jacobi identity
of L∗.

Conversely, let (R,R1,R0) be a conformal Manin triple. The non-degenerate form 〈 , 〉λ in-
duces a non-degenerate pairing R0 ⊗ R1 → C[λ] that produce an isomorphism R∗c

1 � R0 as
C[∂]-modules, and hence a Lie algebra structure on R∗c

1 . Denote by δ the Lie coalgebra structure
induced on R1 by Proposition 2.13. We have to show that (R1, [ λ ], δ) is a Lie conformal bial-
gebra and hence R0 is its dual Lie conformal bialgebra. Therefore, we have to check the cocycle
condition

aλ

(
δ(b)

) − b−λ−∂

(
δ(a)

) = δ
([aλb]). (3.17)

In order to do it, let {ei}ni=1 be a C[∂]-basis of R1 and let {e∗
i }ni=1 be the dual basis in R0 � R∗c

1 .

Let As
ij and B

ij
s be as in (3.14). By definition (see Proposition 2.13),

δ(ei) =
∑
k,l

Ckl
i (∂ ⊗ 1,1 ⊗ ∂)ek ⊗ el,

where Ckl
i (x, y) = Bkl

i (x,−x − y). Then, we have

δ
([ek λel]

) =
∑

i

Ai
kl(λ, ∂ ⊗ 1 + 1 ⊗ ∂)δ(ei)

=
∑
i,p,q

Ai
kl(λ, ∂ ⊗ 1 + 1 ⊗ ∂)C

pq
i (∂ ⊗ 1,1 ⊗ ∂)ep ⊗ eq. (3.18)

On the other hand, we get
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ek λδ(el) = ek λ

(∑
p,q

C
pq
l (∂ ⊗ 1,1 ⊗ ∂)ep ⊗ eq

)
=

∑
p,q,i

[
C

pq
l (λ + ∂ ⊗ 1,1 ⊗ ∂)Ai

kp(λ, ∂ ⊗ 1)ei ⊗ eq

+ C
pq
l (∂ ⊗ 1, λ + 1 ⊗ ∂)Ai

kq(λ,1 ⊗ ∂)ep ⊗ ei

]
(3.19)

and

el −λ−∂⊗δ(ek)

= el −λ−∂⊗
(∑

p,q

C
pq
k (∂ ⊗ 1,1 ⊗ ∂)ep ⊗ eq

)
=

∑
p,q,i

[
C

pq
k (−λ − 1 ⊗ ∂,1 ⊗ ∂)Ai

lp(−λ − ∂ ⊗ 1 − 1 ⊗ ∂, ∂ ⊗ 1)ei ⊗ eq

+ C
pq
k (∂ ⊗ 1,−λ − ∂ ⊗ 1)Ai

lq(−λ − ∂ ⊗ 1 − 1 ⊗ ∂,1 ⊗ ∂)ep ⊗ ei

]
. (3.20)

By taking the coefficients of ep ⊗ eq in (3.18), (3.19) and (3.20), the cocycle condition (3.17)
become ∑

i

Ai
kl(λ, ∂ ⊗ 1 + 1 ⊗ ∂)C

pq
i (∂ ⊗ 1,1 ⊗ ∂)

=
∑

i

[
C

iq
l (λ + ∂ ⊗ 1,1 ⊗ ∂)A

p
ki(λ, ∂ ⊗ 1)

+ C
pi
l (∂ ⊗ 1, λ + 1 ⊗ ∂)A

q
ki(λ,1 ⊗ ∂)

]
−

∑
i

[
C

iq
k (−λ − 1 ⊗ ∂,1 ⊗ ∂)A

p
li(−λ − ∂ ⊗ 1 − 1 ⊗ ∂, ∂ ⊗ 1)

+ C
pi
k (∂ ⊗ 1,−λ − ∂ ⊗ 1)A

q
li(−λ − ∂ ⊗ 1 − 1 ⊗ ∂,1 ⊗ ∂)

]
, (3.21)

which is equivalent (after renaming the variables: ∂ ⊗ 1 = λ, λ = μ, 1 ⊗ ∂ = ∂) to the coefficients
of et in (3.16), that is, the Jacobi identity on R = R1 ⊕ R0 � R1 ⊕ R∗c

1 , finishing the proof. �
3.4. Conformal Drinfeld’s double

The correspondence between conformal bialgebras and conformal Manin triples gives us a
Lie conformal algebra structure on R ⊕R∗c if R is a conformal bialgebra. In fact, a more general
result is true.

Theorem 3.10. Let R be a finite rank Lie conformal bialgebra and let (R ⊕ R∗c,R,R∗c) be the
associated conformal Manin triple. Then there is a canonical conformal Lie bialgebra structure
on R ⊕ R∗c such that the inclusions

R ↪→ R ⊕ R∗c ←↩
(
R∗c

)op
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into the two summands are homomorphisms of Lie conformal bialgebras, that is δR⊕R∗c = δR −
δR∗c .

Moreover, R ⊕ R∗c is a quasitriangular Lie conformal bialgebra.

The Lie conformal bialgebra R ⊕ R∗c is called the Drinfeld double of R and is denoted
by DR.

Proof. Let {ei}ni=1 be a C[∂]-basis of R and let {e∗
i }ni=1 be the dual basis in R∗c . Suppose that

[ei λej ] =
∑

s

As
ij (λ, ∂)es,

[
e∗
i λe

∗
j

] =
∑

s

B
ij
s (λ, ∂)e∗

s .

Let r = ∑n
i=1 ei ⊗ e∗

i ∈ R ⊗ R∗c ⊂ DR ⊗DR be the canonical element corresponding to I ∈
Chom(R,R) � R ⊗ R∗c (see Proposition 2.6), where I(a(∂)) = a(λ + ∂). Now, let us see that
δR⊕R∗c := δR − δR∗c = dr . Using (3.15), we have

(dr)λ(ej )|λ=−∂⊗ =
∑

i

([ej λei] ⊗ e∗
i + ei ⊗ [

ej λe
∗
i

])∣∣
λ=−∂⊗

=
∑
i,k

(
Ak

ji(λ, ∂ ⊗ 1)ek ⊗ e∗
i − Ai

jk(λ,−λ − 1 ⊗ ∂)ei ⊗ e∗
k

+ Bik
j (−λ − 1 ⊗ ∂,λ)ei ⊗ ek

)∣∣
λ=−∂⊗

=
∑
i,k

Bik
j (∂ ⊗ 1,−∂ ⊗ 1 − 1 ⊗ ∂)ei ⊗ ek = δR(ej ).

Similarly, by using Proposition 2.13 with (3.15), and then skew-symmetry, we get

(dr)λ
(
e∗
j

)∣∣
λ=−∂⊗ =

∑
i

[
e∗
j λei

] ⊗ e∗
i + ei ⊗ [

e∗
j λe

∗
i

]
=

∑
i,k

(
A

j
ik(−λ − ∂ ⊗ 1, λ)e∗

k ⊗ e∗
i − B

jk
i (λ,−λ − ∂ ⊗ 1)ek ⊗ e∗

i

+ B
ji
k (λ,1 ⊗ ∂)ei ⊗ e∗

k

)∣∣
λ=−∂⊗

= −
∑
i,k

A
j
k,i(∂ ⊗ 1,−∂ ⊗ 1 − 1 ⊗ ∂)e∗

k ⊗ e∗
i = −δR∗c (ej ).

It remains to see that r gives us a quasitriangular structure (recall Definition 3.7). Using (3.4),
we have

�r, r� =
∑
i,j

([eiμej ] ⊗ e∗
i ⊗ e∗

j

∣∣
μ=1⊗∂⊗1 − ei ⊗ [

ej μ
e∗
i

] ⊗ e∗
j

∣∣
μ=1⊗1⊗∂

− ei ⊗ ej ⊗ [
e∗
j μ

e∗
i

]∣∣
μ=1⊗∂⊗1

)
=

∑
i,j,s

(
As

ij (1 ⊗ 1 ⊗ ∂, ∂ ⊗ 1 ⊗ 1)
(
es ⊗ e∗

i ⊗ e∗
j

)



Author's personal copy

J.I. Liberati / Journal of Algebra 319 (2008) 2295–2318 2315

+ Ai
js(1 ⊗ 1 ⊗ ∂,−1 ⊗ 1 ⊗ ∂ − 1 ⊗ ∂ ⊗ 1)

(
ei ⊗ e∗

s ⊗ e∗
j

)
− Bis

j (−1 ⊗ ∂ ⊗ 1 − 1 ⊗ 1 ⊗ ∂,1 ⊗ 1 ⊗ ∂)
(
ei ⊗ es ⊗ e∗

j

)
− B

ji
s (1 ⊗ ∂ ⊗ 1,1 ⊗ 1 ⊗ ∂)

(
ei ⊗ ej ⊗ e∗

s

))
.

Now, the last two terms cancels out by skew-symmetry (after interchanging the summation in-
dices j and s). Then, it is easy to see that �r, r� = 0 mod (∂⊗3

), by using in the second term that

Ai
js(1 ⊗ 1 ⊗ ∂,−1 ⊗ 1 ⊗ ∂ − 1 ⊗ ∂ ⊗ 1) = Ai

js(1 ⊗ 1 ⊗ ∂, ∂ ⊗ 1 ⊗ 1) mod (∂⊗3
).

Finally, by similar computations, it is possible to verify that

ei λ

(
r + r21)∣∣

λ=−∂⊗2 = ei λ

(∑
j

ej ⊗ e∗
j + e∗

j ⊗ ej

)∣∣∣∣
λ=−∂⊗2

= 0,

finishing the proof. �
4. Lie (R) and the annihilation algebra

Two Lie algebras are usually associated to a Lie conformal algebra R, that is Lie(R) and the
annihilation algebra (see [8, p. 42] for details). Their construction, at first sight, is not natural
unless you look at a similar notion from vertex algebra theory. In this section, using the language
of coalgebras, we will see them as convolution algebras of certain type, obtaining a more natural
and conceptual construction of them. Another way to understand the construction of these Lie
algebras in a natural way is to view them in the setting of Lie pseudo-algebras. In fact, our
Theorem 4.1 (see below) is reminiscent of Eq. (7.2) from [1].

In order to recall the usual construction of Lie(R) and the annihilation algebra we need the
following general result: If R is a Lie conformal algebra, then ∂R is a two-sided ideal of R with
respect to the (0)-product, and R/∂R is a Lie algebra with this product. In particular, we will
apply it to the affinization of R, that is we shall consider the conformal algebra

R
[
t, t−1] = R ⊗ C

[
t, t−1],

with ∂̃ = ∂ ⊗ 1 + 1 ⊗ ∂t , and the (n)th product on R[t, t−1] defined by (a, b ∈ R, f,g ∈
C[t, t−1], n ∈ Z+)

(a ⊗ f )(n)(b ⊗ g) =
∑
j∈Z+

(
m

j

)
(a(n+j)b) ⊗ ((

∂
(j)
t f

)
g
)
.

Now, define

Lie(R) = R
[
t, t−1]/̃∂R

[
t, t−1]

with the bracket induced by the (0)-product in R[t, t−1], more precisely, if we denote by an =
a ⊗ tn the image of a ⊗ tn in Lie(R), then the bracket is given by

[am,bn] =
∑
j�0

(
m

j

)
(a(j)b)m+n−j . (4.1)
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Another useful formula for the (0)-product in R[t, t−1] is the following (see [8, p. 42])

[a ⊗ f,b ⊗ g] = [a∂t b] ⊗ f (t)g(t ′)|t ′=t . (4.2)

It is clear from the bracket formula (4.1) that

Lie(R)− := C-span of {an | a ∈ R, n ∈ Z+}

is a subalgebra of Lie(R), which is called the annihilation algebra of R and it plays an important
role in the theory of conformal modules.

Now, in order to give a more conceptual understanding of these Lie algebras, we define the
vertex dual of a C[∂]-module V as follows

V ∗v = HomC[∂]
(
V,C

[
t, t−1]) = {

f = ft :V → C
[
t, t−1] ∣∣ f (∂a) = ∂t

(
f (a)

)}
where the C[∂]-module structure of C[t, t−1] is given by ∂ = ∂t . Similarly, we take

V ∗v+ = HomC[∂]
(
V,C[t]) = {

f :V → C[t] ∣∣ f (∂a) = ∂t

(
f (a)

)}
.

Now, we can give an interpretation of Lie(R) and the annihilation algebra as convolution
algebras.

Theorem 4.1. Let R be a free finite Lie conformal algebra, let (R∗c, δ) be the corresponding Lie
conformal coalgebra and denote by m the usual product in C[t, t−1]. Then there is an isomor-
phism of Lie algebras

Lie(R) � (
R∗c

)∗v = HomC[∂]
(
R∗c,C

[
t, t−1])

with the bracket in the space of homomorphisms given by

[f,g] = m ◦ (f ⊗ g) ◦ δ.

In particular, (Lie(R))− � (R∗c)∗v+ .

Remark 4.2. Obviously, if we replace in this section C[t, t−1] by any commutative associative
algebra A with a derivation, we can obtain the Lie algebra LieA(R) defined in Remark 2.7(d)
in [8] as a convolution algebra as well.

Proof. Let ϕ : Lie(R) → (R∗c)∗v = HomC[∂](R∗c,C[t, t−1]) defined by

a ⊗ f �−→ (
b∗
λ �−→ b∗−∂t

(a)ft

)
with a ∈ R,f ∈ C[t, t−1], b∗

λ ∈ R∗c. As usual, b∗−∂t
(a)ft means that we expand b∗−∂t

(a) in ∂t -
powers and then we apply it to ft .

First, we have to see that Ft := ϕ(a ⊗ f ) ∈ (R∗c)∗v :

Ft

(
∂b∗) = (

∂b∗)
−∂t

(a)tn = ∂t

(
b∗−∂t

(a)tn
) = ∂t

(
Ft

(
b∗)).
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We also have that ϕ is well defined since

ϕ(∂a ⊗ f + a ⊗ ∂tf )
(
b∗
λ

) = b∗−∂t
(∂a)ft + b∗−∂t

(a)∂tft = 0.

It is easy to see that ϕ is a bijection. Finally we have to check that it is a homomorphism of Lie
algebras. Let {ei}ni=1 be a C[∂]-basis of R and let {e∗

i }ni=1 be the dual basis in R∗c . Suppose, that

[ei λej ] =
∑

s

P s
ij (λ, ∂)es,

then we have

δ
(
e∗
k

) =
∑
i,j

Qk
ij (∂ ⊗ 1,1 ⊗ ∂)ei ⊗ ej ,

where Q(x,y) = P(x,−x − y). Now, using (4.2), we obtain (we shall simply write a ⊗f for its
quotient class in Lie(R))

ϕ
([ei ⊗ f , ej ⊗ g])(e∗

k

) = ϕ
([ei ∂t ej ] ⊗ f (t)g(t ′)|t ′=t

)(
e∗
k

)
= (

e∗
k

)
−(∂t+∂t ′ )

(∑
l

P l
ij (∂t , ∂)el

)
f (t)g(t ′)|t ′=t

=
∑

l

P l
ij (∂t ,−∂t − ∂t ′)

((
e∗
k

)
−(∂t+∂t ′ )

(el)
)
f (t)g(t ′)|t ′=t

= Qk
ij (∂t , ∂t ′)f (t)g(t ′)|t ′=t .

On the other hand, we have[
ϕ(ei ⊗ f ),ϕ(ej ⊗ g)

](
e∗
k

) = m
((

ϕ(ei ⊗ f ) ⊗ ϕ(ej ⊗ g)
)
δ
(
e∗
k

))
= m

((
ϕ(ei ⊗ f ) ⊗ ϕ(ej ⊗ g)

)(∑
r,s

Qk
rs(∂ ⊗ 1,1 ⊗ ∂)e∗

r ⊗ e∗
s

))

= m

(∑
r,s

Qk
rs(∂t ⊗ 1,1 ⊗ ∂t )ϕ(ei ⊗ f )

(
e∗
r

) ⊗ ϕ(ej ⊗ g)
(
e∗
s

))
= m

(
Qk

ij (∂t ⊗ 1,1 ⊗ ∂t )f (t) ⊗ g(t)
)

= Qk
ij (∂t , ∂t ′)f (t)g(t ′)|t ′=t

finishing the proof. �
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