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Abstract This paper presents two vision-based interfaces
for disabled people to command a mobile robot for
personal assistance. The developed interfaces can be
subdivided according to the algorithm of image
processing implemented for the detection and tracking of
two different body regions. The first interface detects and
tracks movements of the wuser’s head, and these
movements are transformed into linear and angular
velocities in order to command a mobile robot. The
second interface detects and tracks movements of the
user’s hand, and these movements are similarly
transformed. In addition, this paper also presents the
control laws for the robot. The experimental results
demonstrate good performance and balance between
complexity and feasibility for real-time applications.

Keywords Vision-Based Interface, Assistance Robot,
Non-Linear Control

1. Introduction

In recent years, robotic technologies have been
profoundly affected by new knowledge, which has led to

expansion in many fields, including industrial and
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agricultural robotics, space projects and so on. Medical
robotics is a promising field with several applications:
surgical radiotherapy,
telemedicine, hospital robots, and rehabilitation or
assistive devices [1].

robots, surgical training,

The “rehabilitation robots” or “assistive robots” concept
refers to a whole set of technological solutions for
handicapped people, or patients with neuromuscular
disorders such as cerebral palsy, quadriplegia or multiple
sclerosis, among others. These mechatronic devices allow
people to increase their autonomy in daily activities,
hygiene, and mobility.

Mobile robots or robotic wheelchairs are automatic
transportation devices, capable of navigating through a
particular environment with some degree of autonomy
and performing specific tasks. For this reason they are
used as assistive robots, attracting the attention of many
research groups around the world. Some authors focus
their attention on the interface,
proposing alternatives to the control input such as
electromyography (EMG) [2, 3], bioimpedance [4], Brain-
Computer Interface (BCI) [5], face detection [6-8], or
hybrid approaches [9, 10]. Others propose different

human-machine
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control strategies in order to ensure velocity control,
safety and robustness. In [2], the user indicates the
desired direction with the EMG of an intact muscle, and
the speed of the wheelchair is determined by the
muscular force estimation. This is similar to [3], in which
an EMG human-machine interface is designed to map
facial movement patterns into control commands for a
wheelchair. A more sophisticated interface is presented
by Yunfei et al. [4]. Based on the bioelectrical impedance
of the trapezius muscles, it detects the changes in
movement of the left and right trapezius muscles, and
translates these movements into control inputs. Despite
the good results, the use of EMG requires the attachment
of electrodes, which can cause discomfort to the user over
a day of use.

In the case of BCI, electrodes attached to the scalp or to a
skullcap are order to register the
electroencephalogram (EEG) signals. These interfaces are
a suitable alternative for tetraplegic patients, who may
control an assistive device by imagining movements [5].

needed in

Vision-based Interfaces (VBIs) represent a completely
non-invasive method to detect the pose of the head, hand
or markers, and use it as a control input to some device.
This approach is widely used [6-8] due to its
instrumentation simplicity, its low cost and its non-
invasive nature.

However, in any of these interfaces, it is necessary to
define a control strategy that ensures the complete control
of the velocity, acceleration and stability of the
wheelchair. For example, in [11], the authors propose a
human-robot integration as a mechanism to augment or
improve robot autonomy in daily scenarios. In [12], an
agent-based controller is wused to command an
autonomous robotic wheelchair in indoor environments.
The navigation system of the autonomous robotic
wheelchair is developed as a group of intelligent agents,
including the robotic wheelchair, the path planner, the
fuzzy logic-based motion control and the obstacle
avoidance strategy. Although this is an excellent
approach, [12] only presents simulated results. A more
complete interface for cognitively disabled children is
presented in [13]. Three different interfaces are provided:
one based on speech recognition, a motion interpreter,
and one based on visual feedback. The results are very
promising, since the children were able to guide the
wheelchair from the first time.
disadvantage of this work is that it does not provide a
control system which ensures that the wheelchair
achieves the desired velocity. Furthermore, this system is
not suitable for patients with severe brain and spinal
injuries who do not have recognizable speech and haptic
sensing abilities. The already-cited interface based on
head gestures [8] integrates the Adaboost face detection

However, the
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algorithm and Camshift object tracking algorithm. The
control architecture has two control modes: intelligent
control and manual control.

In this paper we propose two VBIs, specially designed for
individuals with severe motor disabilities, to command a
mobile robot for personal assistance. One of the main
goals of this work is to provide a free and open source
algorithm of image processing and control, suitable to be
used in any standard personal computer without any
additional commercial device. The VBI herein proposed is
a low cost system that only needs a webcam. Head or
hand movements are detected and the choice of one of
them is determined by the residual capabilities of each
user, which are prompted to guide the mobile robot. The
control algorithms are based in the kinematic model of
the robotic system in order to regulate its linear and
angular velocities. This way, the navigation results are
more secure for users because the VBI is included in a
complete assistance system

2. Vision-based Interfaces

This paper presents two vision-based interfaces (VBIs),
which will be described in the following sections. VBIs
are perceptive interfaces that use image processing
techniques to extract the parameters of interest. A block
diagram of the interface developed is shown in Figure 1.
First, a webcam captures the image of the hand, foot or
head of the user; then, the image passes through the
module of image processing where different algorithms
extract the parameters of interest. Once these parameters
are extracted, they are translated into commands by the
control module, reflecting the user intentionality. Finally,
these commands are used to carry out some task in
assistive devices.

Video Signal Parameter Extraction

Figure 1. Block diagram of the VBI

Module of image
processing

Module of control

Event Generation

The main advantage of VBIs is that they are non-invasive
and, in particular, the interfaces developed in this work
are low cost and feasible, because they are composed by
only one standard computer and the webcam. In what
follows we will describe the developed interfaces
classified according to the image processing algorithm
implemented for detection and tracking.

2.1 Vision-based interface for estimated head pose

The interface developed uses the artificial vision as a
communication medium from the user to the computer. A
webcam captures images of the user’s head and, through
an image processing algorithm, the presence of the face
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and its orientation are detected. This information is used
for obtaining the reference angles in order to generate the
input commands for a mobile robot. The posture of the
head is obtained by using the optical flow technique. This
technique is selected since it has a lower computing cost,
and the calculus of the parameters with optical flow does
not fail if the illumination changes or if there are broad
head movements, because the calculation of optical flow
does not depend on the geometric points in the space.

The projection of the 3D movement of a rigid object
generates a movement field on the image. This movement
field on the image is defined by a 2D temporal function
which relates the relative spatial variation between the
view camera and the observed scene [13]. The equations
of the movement field can be obtained by projecting the
mobile point in the 3D space onto the image plane. For
this projection, the origin is located at the optical centre of
the camera and the X and Y axes are defined in such a
way that they form a basis for the image plane. The Z axis
is the same as the optical axis of the camera. This
situation is described in Figure 2.

B i i Y ¥

Figure 2. Coordinate system

LetP=[X Y Z]™ be a point in the 3D space. Its
projection on the image plane is then given by:
X Y
x=f% y=fL (1)
where f is the focal length. The relative movement
between the point P in the world space and the camera
can be described by:
= _ _r_
V="2=-T—w;xP @)
where T = [Tx T, T,]T is the translational component
and wy=[®x @y ®]" is the rotational component.

Since the movement corresponds to a rigid object, T and
wy are identical for any point P.

Thus, the movement field v = [uf Uf]Ton the image
plane can be calculated by:

ZxV—=V,*P

v=f —
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up = 2 2V, — XW) ®)

2

f
v = 75 @V, — YY)

where V, 1},
Introducing Eq. (2) into Eq. (3), we obtain the following
matrix equation:

T,
= )

In Eq. (4) two terms can be distinguished: the first
describes the component of the movement field of the
image due to the object’s translation, which is inversely
proportional to the depth in each point. The second term
is the component of the movement field of the image due
to the rotation of the object, which is independent of the
depth. Once the relation between the three-dimensional
space and its projection on the image plane is obtained,

V, are the components of V defined in Eq. (2).

g
f
2
AR

we apply the concept of optical flow.

The optical flow, or image speed, is the bidimensional
field of apparent speed in the image plane associated
with the variation of patterns of brightness intensity in an
image. This field can be produced due to the movement
of the observer, the movement of the objects in the scene
or the apparent movements.

The values of optical flow usand vy, are calculated
through the relationship between the variation in the
brightness intensity of the image and the movement field,
under the assumption that the brightness intensity
remains constant during the movement.

Defining I = (x,y,t) as the brightness of the image in the
point (x,y) in the image plane at the instantt, and
assuming that it remains constant during the movement,
we can say that:

dl
S=0 )

Applying partial derivatives we obtain:

Ay _ dldx | aldy 9l _

dt dx dt ' dydt ot 0 (6)

Partial space derivatives of the brightness intensity of the
image represent the space gradient of the image, VI, and

dx d;
—and —y, are the components of the
dt dt

movement field v. Rewriting the previous equation we
obtain the fundamental equation of the optical flow or
movement restriction equation:

the time derivatives,

Lu+Lv+1,=0 (7)

Analysing Eq. (7) it can be noted that there are two
unknown parameters, (u,v), but only one equation for
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each point of the image. Therefore, we can determine
only the speed component in the direction of the
brightness gradient.

In order to calculate the values of (u,v), firstly it is
necessary to obtain the feature points. The chosen feature
points do not belong to any geometric organization of the
face represented in the image. Based in the high
magnitude of the gradient vector in the corners, they
were selected as estimators of the flow vector.

The next step is the identification of the corner points in
the contour by using a method based on the spatial
gradient of the image [13]. With this aim, let us consider
an image point p, a region Q surrounding it (of 5x5 pixels
in this work), and a matrix C;, defined as:

Yo EL

Ei E;
Cp _ ZQ ix Ly] (8)
ZQ Eiiny

Yo Efy

where E;, and E;, are the components of the gradient for
each point in the region Q. As C,, is symmetrical, it can be
diagonalized as:

o=[¢ 1, g

where 4, and 1, are the eigenvalues of the matrix Cy.

A corner is the result of two contours with high gradients.
Therefore, the eigenvalues of matrix C, will both have a
high value in the neighbourhood of a corner, while in the
neighbourhood of an edge matrix C, will present one
eigenvalue with a high value and the other with a low
value. Then, through the geometric interpretation of the
eigenvalues of Cy, the point p will represent a corner if the
minor eigenvalue is large enough. That is, if the minor
eigenvalue is higher than some defined threshold (in this
work, this threshold was selected as 100) then the image
point p represents a corner.

The selection of the threshold and the size of region Q
depends on the image considered. Typical size for Q
varies between 3x3 and 11x11 pixels. On the other hand,
the threshold for the minimum eigenvalue can be
adopted by making an offline analysis of its histogram in
a typical image. The point features obtained are shown in
Figure 3.

. 4
}. -
‘a‘

(@) (b)

Figure 3. Point features
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With n calculated feature points, the values of optical
flow are obtained by implementing the method described
in [14]. This method uses the Kalman filter to accomplish
a data fusion step, obtaining a robust optical flow, which
is shown in Figure 4. The estimation is carried out
between two successive frames, I;and I;4.

Figure 4. Optical flow

It is important to remark that any other technique, such
as the classic Haar technique, can be used for obtaining
the image features before the calculus of the optical flow.
Nevertheless, it is considered that those techniques which
detect facial features, like eyes, mouth or nose, detract
from the robustness of the system. This is because these
techniques fail when some facial feature cannot be
detected.

2.1.1 Estimation of the head movement

An estimation of the 3D movement is obtained by
calculating the parameters of the successive rotation and
translation between two frames, using the movement
field in 2D. In this section we will explain the extraction
of the parameters of the head pose from the optical flow.

The projection of the movement in 3D into the 2D
movement field is given by Eq. (11). It is assumed that
there is a movement of the head in the image (and all the
background remains static), and the movement of the
rigid body between two frames is infinitesimal.
Therefore, the angular velocities can be directly replaced
by the values of the angles. The variation of the angles
cannot be higher than 5°, in accordance with [15]. This
assumption does not represent an important restriction
since the webcam used in this work needs only 100 ms to
process two frames, which is a very short time to make
big head movements.

Equation (2) can be rewritten as follows:
V=T —BZ+yY
V,==T, -y X +asZ (10)

where a5 is the rotation angle related to the X axis; §; is
the rotation angle related to the Y axis, and y; is the
rotation angle related to the Z axis. Subscript f refers to
the variables obtained by the optical flow technique.
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Ift, = %, t, = TZ—y and t, = %, and reorganizing Eq. (4),

the following equation system is obtained:

2"
2 2 ty
— 0 R/ A o .
[Ufi] _ f Xi I I3 Vi t, (11)
Yri 0 —f y D _xno N9
L f f L ﬂf

The system of Eq. (11) is solved by using recursive least
mean square, minimizing the error:

|[A® —b|| = E (12)
where
o i _frat
A=| F2 49,2 Xy I;b[vfi]
0 _f Vi —yL — i —X;
| i T I i

b = [tx ty tZ (Xf ﬁf ]/f]T

This way, the three orientation angles of the head in the
3D space are obtained. However, only the angles 5 and
ay are used to command the mobile robot. The angle j; is
the reference angle of the rotation for the mobile robot
and the linear velocity is activated by angle a;.

2.1.2 Preliminary experiments

The experiments of this interface were performed with
real image sequences captured at 10 frames per second
with a webcam. The size of the image is 320x240 pixels.
The optical flow estimation from the image sequence
(a) is shown in Figure 5. In Figure 6, we present the
evolution of a,  and y, corresponding to the image
sequence of the face (a). Similarly, Figure 7 shows the
optical flow estimate from the image sequence (b) and
Figure 8 depicts the evolution of a, f and vy,
corresponding to the image sequence of the face (b).

'2
ﬁ'

Figure 5. Image sequence (a)
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Figure 6. 3D rotation parameter estimation results for the image
sequence (a)
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Figure 7. Image sequence (b)
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Figure 8. 3D rotation parameter estimation results for the image
sequence (b)

2.2 Visual-based Interface for estimated hand pose

The interface described in this section uses the image of
the user’s hand, captured through a webcam. The image
processing algorithm detects the presence and orientation
of the hand, and uses this information in order to obtain
the reference angles for generating the input commands
for a mobile robot.

The first step is the image segmentation for detecting the
hand in the image plane captured by the camera. This task
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is performed in the HSI colour space (Hue-Saturation-
Intensity) because the skin colour is grouped in a precise
region of this colour space [18-20]. With this transformation
a binary image is obtained, in which the white colour
represents the detected skin (Figure 10 and Figure 11).

The binary image, obtained through the segmentation
process, is necessary to determine the characteristics that
represent the position and orientation of the hand. The
characteristics chosen are the coordinates of the centre of
mass and the orientation angle and the axes (minor and
major) of the hand. The centre of mass and the axes are
calculated by using the moments of the image. If we define
I(x,y) as the intensity of the image in the position (x,y),
the following expression defines the different moments:

Mij =T, 2y x'y1(x,y) (12)

withi,j = 0,1,2.

The coordinates of the centre of mass is calculated as:

M M,
Xe = —0 Ve = M_Z: (13)
Then, the hand is considered as a rectangle and the major

axis Ly and the minor axis L, are computed as:

L1=\/6(a+c+ b2+(a—c)2)

(14)

L2=\/6(a+c—w/b2+(a—c)2)

Myo My Moy, 2
Wherea=——x b—Z(——x )C—__ .
Moo cr Moo cYe Moo Ye

In order to obtain the hand orientation, the Principal
Components Analysis (PCA) tool is used [13]. The binary
image previously obtained is considered as a two-
dimensional population, i.e., each pixel of the hand is
treated as a two-dimensional vector x = (x,y)”, where x
and y are the coordinates of this point in the image plane.
Next, the mean vector the these vectors is calculated thus:

1
M, = 301X, (15)

where 7 is the number of vectors obtained in the binary
image. Then, a covariance matrix is calculated:

Cy = - Yoy XiXf, — M, MI (16)
Once C, € R?*? have been obtained, their eigenvectors
are calculated to establish a new coordinate system,
whose origin is in the centroid of the population and
whose axes are in the directions of the eigenvectors of C,.
Therefore, the rotation angle between this new axes
system and the coordinate system of the image, denoted
as 1y, establishes the rotation of the hand in the image.
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The angle obtained is the reference angle for the rotation
of the mobile robot.

On the other hand, to activate the linear velocity the value
of the minor axis L,, defined in Eq. (14), is used. A
threshold value for minor axis L, =70 pixels is
established such that:

e If L, > Ly, the hand is extended with the palm
down (Figure 9) and the robot must stop.

o If L, < Ly, the hand is in a side position (Figure 10)
and the robot must move.

This threshold value is determined experimentally.
2.2.1 Preliminary experiments

The first step of the evaluation of the performance of the
measurement system is to obtain the orientation angles of
the hand in static positions. The real orientation of the
hand for each measurement is obtained by using a
graduated semi-circular pattern (Figure 9) where the
user’s hand leans.

10°_0°-10°

-60°

-80°

Figure 9. Graduated pattern used to determine the real
orientation of the hand.

An example of the captured image of the hand with the
palm down and the image obtained after the image
processing is depicted in Figure 10. This figure also
shows the major and the minor axes located at the hand’s
centre of mass. The angles estimated are compared with
the real angles, and the measurement errors for this
position of the hand are less than |5,5°| (Figure 12).

7 v

Figure 10. Original image captured by the interface and
processed image with the major and minor axes detected (hand

in position with palm down)

“whl

Figure 11. Original image captured by the interface and
processed image with the major and minor axes detected (hand
in side position)
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Figure 12. Comparison between real orientation angles and
estimated angles. Circles: real orientation; Squares: estimated
angles with the hand with the palm down; Stars: estimated
angles with the hand in side position

The result of the image processing for the hand in the side
position with the image’s characteristics is shown in
Figure 11. In this case, the comparison of the estimated
angles with the real angles presents errors below |3,6°|
(Figure 12).

The detection of the position of the hand (with the palm
down or in side position) is carried out correctly in 100%
of cases.

3. Mobile Robot
3.1 Model of the Mobile Robot

The set of equations that describe the kinematics of the
unicycle-like robot are:

X, =vcosy; y, =vsing; P =w 17)

where (x,., y;) are the cartesian coordinates of the robot in
a global framework; ¥ is the heading of the robot; and v
and w are linear and angular velocities, respectively
(Figure 13).

y >~

Figure 13. Geometric description of the kinematic model of the
unicycle-like robot

The non-holonomic constraint for the kinematic model
(previously defined in Eq. 17) is:

V,.co0sY —x,.siny =0 (18)
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3.2 Design of the Controller

Control law for the angular velocity: the proposed non-linear
control law for the angular velocity is

Wrer = —kyy tanh (19)

where k,, is a positive design gain and ) = 14 — ¢ is the
heading error of the robot. The angle 1, depends on the
VBI used, that is, ¥4 = f for the interface described in
Section 2.1 and Y, = Y, for the interface described in
Section 2.2. The function tanh(:) is used to prevent the
saturation of the angular velocity command when high
orientation errors exist. The stability analysis of this
control law is developed in [16].

Control law for the linear velocity: in order to achieve a
smooth navigation, it is necessary that the robot can
change its linear velocity v,.r as a function of the
orientation error 1. This way the velocity of the robot has
to decrease when the robot is manoeuvring to achieve the
correct orientation. On the other hand, the robot has to
reach the maximum velocity V;,,, where there are no
orientation errors. Therefore, the proposed control law for
the interface described in Section 2.1 is:

lfaf <0= Vref =0
(20)
ifag >0 = v = Vo cos P

Similarly, the proposed control law for the hand interface
described in Section 2.2 is:

lfLZ > Lmin = vref =0
21)
if Ly < Linin = Vyer = Vinax cos

Vinax must be defined while taking into account both the
physical limits of the robot and the capability of the user
to guide the robot at a determined velocity.

4. Experimental results

This section presents the experimental results with both
systems, i.e., with both vision-based interfaces, which
were evaluated with four individuals with severe motor
disabilities. First of all, the users or their parents (in the
case of underage users) gave their informed written
consent to the experiment. Then, the volunteers carried
out a proposed task with a mobile robot. Briefly, we will
describe their pathologies. Individual A is a fourteen-
year-old boy who has cerebral palsy. Individual B is an
eight-year-old girl suffering motor anomalies due to a
tumour. Individual C is an eleven-year-old boy with
Duchenne muscular dystrophy. Individual D is a thirty-
five-year-old woman who has quadriplegia.
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The performance evaluation of the proposed systems is
based in the HAAT model (Human Activity Assistive
Technology) [17]. According to this model, the system is
not composed only of the assistance device, but also
includes the user, the activity carried out by user and the
context where the activity will be developed. Therefore,
the system is effective if it is useful to the user for
achieving the objectives of the proposed activity.

In order to evaluate the performance of the interfaces and
the controller, a mobile robot Pioneer 2DX is used in a real
environment. The objective proposed for this activity is for
the user to guide the robot through different corridors. The
user has to manoeuvre the robot to navigate from one
corridor to another. With this aim, the robot should move
to the left or to the right. The constants are set as: k,; =
3,5 Vipax = 70% and L, = 70 pixels.

To demonstrate the feasibility of the system, the camera
used for obtaining the images is a standard webcam and
the experiments are carried out in a real environment
without illumination control. The environment selected
represents medium difficulty for the user, because it
requires the user to guide the robot to turn right or left
without obstacles in its path. Although the inclusion of
obstacles could be interesting for the system evaluation, it
was decided to relax the difficulty since these
experiments represent the first experiences of the users
with the new technology.

Once the objective of the activity is defined, six
experiments are carried out by each user: three with the
VBI described in Section 2.1 (head interface) and three
with the VBI described in Section 2.2 (hand interface). For
each user, a table (see Table 1) is made. In this table is
registered whether or not the user attains (denoted by v')
or does not attain (denoted by %) the objective proposed.

After finalizing the experiments, each user answers a
questionnaire about his or her feelings and personal
experiences with the assistive system.

User Exp.l Exp2 Exp3 Exp4 Expb5 Exp.6
VBI1 VBI1 VBI1 VBI2 VBI2 VBI2

A v x v x v v

B* x v v x v v

C v v x v x v

D x v v x x x

Note*: Experiments with the individual B when using VBI 2 correspond to
the 3°, 4° and 5° intent; this user needed to carry out five experiments with
VBI 2.

Table 1. Results of the experiments with the vision-based
interface and the mobile robot. VBI 1 corresponds to the interface
described in Section 2.1 and VBI 2 to the interface described in
Section 2.2.

By way of example, one experiment using the head
interface (Section 2.1) and another using the hand
interface (Section 2.2) are shown.
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Figures 14 to 16 correspond to the first experiment (head
interface) of volunteer C. Figure 14 shows the angular
reference obtained from the head movements, while
Figure 15 present the evolution of the linear and angular
velocities of the mobile robot. Finally, Figure 16 shows
the trajectory described by the robot in the corridor.
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Figure 14. Evolution of the reference angles sent by the interface
to the robot
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Figure 15. Evolution of the linear and angular velocities of the
mobile robot
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Figure 16. Trajectory described by the mobile robot in the real
environment
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Figures 17 to 19 correspond to the fourth experiment
(hand interface) with individual C. Figure 17 shows the
angular reference obtained from the hand movements
and the angle effectively turned by the robot to reach the
reference. Figure 18 presents the evolution of the linear
and angular velocities of the mobile robot, and Figure 19
presents the trajectory described by the robot in the
corridor.
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Figure 17. Evolution of the reference angles sent from interface
to robot (dash line) and evolution of the robot’s orientation angle
(continuous line)
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Figure 18. Evolution of the linear and angular velocities of the
mobile robot
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Figure 19. Trajectory described by mobile robot in the real
environment
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In the analysis of the results, we can note that all users
were able to complete two of the three experiments
carried out with VBI 1 and three of the four users were
able to complete two of the three experiments carried out
with VBI 2. Therefore, it can be concluded that the
interfaces are simple to use, giving the volunteers a real
possibility to guide an assistance robot.

It is worth noting that in rehabilitation engineering, assistive
technologies cannot be standard devices. The number of
people who have exactly the same need, and for whom the
same device will be appropriate, is small. Therefore, in spite
of having only four volunteers, we consider that the results
obtained are positive, since all of them, with their different
severe motor disabilities, achieved the proposed objectives.

5. Conclusions

In this paper, a complete approach to the control of
mobile robots is proposed, based on two different VBIs. It
is important to note that the system presented is a low-
cost interface that can be implemented in any standard
computer with a webcam.

Due to the wvariability in residual movements in
individuals with several motor disorders, both facial
image information and hand movements were processed
and translated into control inputs; the choice between
these is determined by the user’s needs.

The experiments are carried out by implementing the
designed control system in a real environment with the
four disabled volunteers described. A complete evaluation
of the controllability of the mobile robot was presented in
the preceding section, and the results show that the users
perform the task proposed without difficulties, even in the
first trial. The interaction between the robot and the users
through the VBI was easy and intuitive, and the interface
represents a suitable alternative for commanding assistive
robots such as wheelchairs.

Moreover, the control law shows good performance and
feasibility in translating the posture of a user’s hand or
head into velocity commands in order to achieve safety
navigation.

6. Acknowledgment

The authors thank the National Council of Scientific
Research of Argentina (CONICET) for partial support of
this research.

7. References

[1] Garcia E, Jiménez M A, Gonzélez de Santos P, Armada
M (2007). The Evolution of Robotics Research: From
Industrial Robotics to Field and Service Robotics.
IEEE Robotics & Automation Magazine, 14(1):90-103.

Elisa Perez, Carlos Soria, Natalia M. Lopez, Oscar Nasisi and Vicente Mut:
Vision-Based Interfaces Applied to Assistive Robots



[2] Han J-S, Zenn Bien Z, Kim D J, Lee HE, Kim ] S
(2003). Human-machine interface for wheelchair
control with EMG and its evaluation. Proceedings of
the 25th Annual International Conference of the IEEE
Engineering in Medicine and Biology Society,
Cancun, Mexico, vol. 2, pp.1602-1605

[3] Yi Z, Lingling D, Yuan L, Huosheng H (2011). Design
of a surface EMG-based human-machine interface for
an intelligent wheelchair.  10th
Conference on Electronic Measurement & Instruments
(ICEMI), Chengdu, China, vol. 3, pp.132-136.

[4] Yunfei H, Phukpattaranont P, Wongkittisuksa B,
Tanthanuch S  (2009). Development of a
bioimpedance-based human machine interface for
wheelchair control. 6th International Conference on
Electrical Engineering/Electronics, Computer,
Telecommunications and Information Technology.
ECTI-CON 2009, Thailand, vol. 2, pp. 1032-1035

[5] Leeb R, Friedman D, Miiller-Putz G R, Scherer R, Slater
M, Pfurtscheller G (2007). Self-paced (asynchronous)
BCI control of a wheelchair in virtual environments: a
case study with a tetraplegic. Computational
Intelligence and Neuroscience - Brain-Computer
Interfaces: Towards Practical Implementations and
Potential Applications archive, vol. 2007, Article ID
79642, 8 pages, doi: 101155/2007/79642.

[6] Perez E, Soria C, Nasisi O, Freire Bastos T, Mut V
(2012). Robotic wheelchair controlled through a
vision-based interface. Robotica, 30(5):691-708.

[7] Bailey M, Chanler A, Maxwell B, Micire M, Tsui K,
Yanco H (2007). Development of Vision-Based
Navigation for a Robotic Wheelchair. Proceedings of
the 2007 IEEE International Conference on
Rehabilitation Robotics, Noordwijk aan Zee, The
Netherlands, pp. 951-957.

[8] JuJ S, Shin Y, Kim E Y (2009). Vision-based interface
system for hands free control of an intelligent
wheelchair. Journal of NeuroEngineering and
Rehabilitation, 6:33 DOI: 10.1186/1743-0003-6-33. 2009

International

10 IntJ Adv Robotic Sy, 2013, Vol. 10, 116:2013

[9] Simpson R C (2005). Smart wheelchairs: A literature
review. Journal of Rehabilitation Research &
Development, 42(4): 423-436.

[10] Wei L, Hu H (2011). A hybrid human-machine
interface for hands-free control of an intelligent
wheelchair. Int. J. Mechatronics and Automation,
1(2):97-111.

[11] Galindo C, Gonzalez ], Fernandez-Madrigal ] A
(2006).
integration: application to a robotic wheelchair. IEEE
Trans. Syst. Man. Cybern. B. Cybern., 36(5): 1053-67.

[12] Kuo C, Huang H, Lee M (2003). Development of
agent-based autonomous robotic wheelchair control
systems. Biomed. Eng. Appl. Basis. Comm. 15: 223-
234.

[13] Montesano L, Minguez ], Alcubierre J, Montano L
(2006) Towards the adaptation of a
wheelchair for cognitive disabled children. Proc. of
the IEEE/RS] International Conference on Intelligent
Robots and Systems, Beijing, China, pp.710-716.

[14] Trucco E, Verri A (1998). Introductory Techniques for
3-D Computer Vision. New Jersey: Prentice Hall.

[15] Soria C, Carelli R, Sarcinelli-Filho M (2003). Optical
Flow Estimation Using Data Fusion. VI Simposio
Brasileiro de Automacao Inteligente, Bauru. 259-264.

[16] Zhu Y, Fujimora K. (2003). 3D Head Pose Estimation
with  Optical Flow
Proceedings of the Fourth International Conference
on 3D Digital Imaging and Modelling, Computer
Society IEEE, Banff, Canada, pp. 211-216.

[17] Soria C, Carelli R, Sarcinelli M (2006). Using
Panoramic Images and Optical Flow to Avoid
Obstacles in Mobile Robot Navigation. Proc. of
International Symposium on Industrial Electronics,
Montreal, Canada, vol. 4, pp. 2902-2907.

[18] Cook A M, Hussey S M (2002).
Technologies: Principles and Practice. St Louis:
Mosby.

Control architecture for human-robot

robotic

and Depth Constraints.

Assistive

www.intechopen.com



