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Abstract: The different combinations of molecular dynamics simulations with coarse-
grained representations have acquired considerable popularity among the scientific 
community. Especially in biocomputing, the significant speedup granted by simplified 
molecular models opened the possibility of increasing the diversity and complexity of 
macromolecular systems, providing realistic insights on large assemblies for more 
extended time windows.
However, a holistic view of biological ensembles' structural and dynamic features requires 
a self-consistent force field, namely, a set of equations and parameters that describe the 
intra and intermolecular interactions among moieties of diverse chemical nature (i.e., 
nucleic and amino acids, lipids, solvent, ions, etc.). Nevertheless, examples of such force 
fields are scarce in the literature at the fully atomistic and coarse-grained levels. Moreover, 
the number of force fields capable of handling simultaneously different scales is restricted 
to a handful. Among those, the SIRAH force field, developed in our group, furnishes a set 
of topologies and tools that facilitate the setting up and running of molecular dynamics 
simulations at the coarse-grained and multiscale levels. SIRAH uses the same classical 
pairwise Hamiltonian function implemented in the most popular molecular dynamics 
software. In particular, it runs natively in AMBER and Gromacs engines, and porting it to 
other simulation packages is straightforward.
This review describes the underlying philosophy behind the development of SIRAH over 
the years and across families of biological molecules, discussing current limitations and 
future implementations.

Keywords: SIRAH, Coarse-Grained, Molecular dynamics, simulations, multiscale 
models.
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1. INTRODUCTION 

1.1 Molecular Dynamics and Coarse-Grained models 

Molecular dynamics (MD) simulations have become a method of choice for 
studying the dynamics of biological assemblies. The high accuracy attained by 
state-of-the-art methods, together with the ability to simulate increasingly realistic 
biological conditions such as temperature, ligands, salt concentration, and 
molecular modifications, have led MD techniques to be considered as a 
computational microscope (Dror et al., 2012; Lee et al., 2009). Constant 
developments in software and hardware allowed us to go from simulations of small, 
single proteins in the timescale of the picoseconds, performed over forty years ago, 
to complex systems made of millions of atoms in the timescale of micro and, 
exceptionally, milliseconds performed nowadays. A remarkable example of 
application is constituted by the use of MD simulations to study the structural 
stability of large virus-like particles (VLPs) provided by cutting-edge CryoEM 
techniques. The combined use of fully atomistic and coarse-grained (CG) MD 
simulations of entire viruses to complement experimental techniques and improve 
our current knowledge of emerging pathogens constitutes remarkable examples of 
the utility of these methods in biomedical research (Hadden and Perilla, 2018; Jones 
et al., 2021; Machado and Pantano, 2021; Sztain et al., 2021; Yu et al., 2021). 

Intermolecular interactions in present MD simulations are frequently 
calculated using a classical two-body Hamiltonian to solve Newton's equations of 
motion. The MD Hamiltonian represents chemical bonds with harmonic terms and 
periodic functions in their most common form. At the same time, non-bonded 
interactions are treated by Lennard-Jones (LJ) and Coulomb’s potentials (Equation 
1) (Bayly et al., 2002). Most popular all-atom force fields have converged over the 
years to a set of interaction parameters that represents the best compromise between 
accuracy and computational cost. However, combined with this formalism, the 
physicochemical nature of the systems of interest requires a relatively small 
integration time step to obtain a proper dynamical sampling of the fastest 
oscillations. In biological systems, they correspond to the oscillations of Hydrogen 
bound to Oxygen atoms. Therefore, integration time steps in all-atoms simulations 
are upper bound to up to 4 femtoseconds (Hopkins et al., 2015). This relatively 
small integration step constitutes one of the limiting factors for fully atomistic 
simulations, as it requires massive amounts of computer time to achieve 
biophysical/biologically meaningful results.

The considerable computational cost associated with MD simulations 
motivates a continuous interest in developing cost-effective approximations to 
increase the system’s complexity and spatio-temporal sampling (Ingólfsson et al., 
2014; Reith et al., 2003). This interest has driven the development of CG 
approximations that reduce the computational burden but still capture key 
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physicochemical interactions that rule biological phenomena. Since the pioneering 
work of Levitt and Warshel (Levitt and Warshel, 1975), a plethora of physically 
inspired models have been successfully used to describe intricate processes ranging 
from protein folding (Davtyan et al., 2012; Onuchic and Wolynes, 2004; Scheraga 
et al., 2007) to membrane fusion (Marrink and Mark, 2003), protein-DNA 
interactions (Brandner et al., 2018; Dai and Yu, 2020) and virus assembly, just to 
quote a few. 
During the last two decades, a number of CG models that retain residue-level 
chemical specificity have been reported to perform MD simulations of different 
families of biological molecules (Derreumaux and Mousseau, 2007; Hinckley et 
al., 2013; Kar et al., 2013; Kenzaki et al., 2011; Marrink and Tieleman, 2013; Orsi 
and Essex, 2011; Pasi et al., 2013; Scheraga et al., 2007; Seo and Shinoda, 2019; 
Shinoda et al., 2011; Sterpone et al., 2014). Most of these initiatives have been 
recently reviewed (Singh and Li, 2019).

This work describes the effort devoted by the  Biomolecular Simulations 
group at the Institut Pasteur de Montevideo to develop a residue-based, general-
purpose, CG force field for biomolecular simulations named SIRAH 
(Southamerican Initiative for a Rapid and Accurate Hamiltonian). Our force field 
has now been ported to the popular MD engines, AMBER (https://ambermd.org/) 
and GROMACS (https://www.gromacs.org/) and has been part of the official 
AMBER release since 2020 (Case et al., 2020).  

At the current stage, SIRAH, freely available at http://www.sirahff.com, 
provides plug & play parameters and CG topologies for aqueous solvent (water and 
electrolytes), phospholipids, DNA, metal ions, and proteins. Its latest version, 
SIRAH 2.0 includes: (i) a series of modifications to both bonded and non-bonded 
parameters of amino acids while preserving their original topologies; (ii) a 
description of different protonation states and post-translational modifications for 
protein residues; (iii) an improvement in the compatibility for mapping different 
force fields atom types and experimental structures; and (iv) the ability to leverage 
GPU acceleration in AMBER and GROMACS codes. 

Moreover, a substantial effort has been dedicated to making the package 
easy to use. We created a collection of scripts, referred to as SIRAH Tools 
(Machado and Pantano, 2016), that facilitate the process of mapping all-atom files 
to CG representations, backmapping, visualizing, and analyzing SIRAH 
trajectories directly on the popular VMD program for molecular visualization. 
Step-by-step tutorials for setting up and simulating different systems are also 
available on our website. Furthermore, a web server for setting up and running MD-
CG simulations in GROMACS is available at 
https://molsim.sci.univr.it/mermaid/sirah/sirah.php (Marchetto et al., 2020).

https://ambermd.org/
https://www.gromacs.org/
http://www.sirahff.com/
https://molsim.sci.univr.it/mermaid/sirah/sirah.php
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The following paragraphs provide an overview of SIRAH’s underlying 
philosophy and its most salient features. Readers interested in specific and more 
quantitative details are referred to the original publications. 

2. The SIRAH force field for CG simulations.

A fundamental step in the coarse-graining process is the mapping between 
the all-atoms representation and the CG one. Even though some methods for 
systematic coarse-graining have been presented in the literature (Dama et al., 2013; 
Dannenhoffer-Lafage et al., 2016; Davtyan et al., 2016), the mapping is often 
decided ad-hoc to address the solution to specific problems. For instance, some 
protein models feature only one bead per amino acid (frequently on the position of 
the Cα carbons) to describe protein folding processes (Bahar and Jernigan, 1997; 
Clementi et al., 2000).
However, this intuitive choice may not be well suited for CG models intended for 
general purposes. In particular, the distance between Cα carbons changes if 
peptides are in extended, coil, or helical configurations, making it challenging to 
attain an unbiased conformational description for models using only one bead in 
that position. 

A workaround for that limitation was presented in the popular MARTINI 
CG model, in which the protein backbone is represented by only one bead per 
amino acid (Monticelli et al., 2008). In this case, specific constraints are imposed 
to maintain structural elements. Although this alternative is adequate for 
representing different backbone configurations, it precludes unbiased 
conformational sampling (Marrink et al., 2023; Monticelli et al., 2008). In contrast 
with this mapping strategy, other CG force fields use effective beads at the positions 
of all the backbone atoms, while the side chains are described at a much lower level 
of detail (Davtyan et al., 2012; Derreumaux and Mousseau, 2007; Sterpone et al., 
2014).

In the case of SIRAH, the CG mapping is performed by keeping effective 
interaction beads in the position of a subset of atoms that are determinant for the 
structure or intermolecular interactions. The positions of these beads are designed 
to correspond with the intended interactions of the selected functional groups in 
terms of size and charge. Our mapping scheme results from a pragmatic 
combination of empirical databases, knowledge of organic chemistry (including 
canonical structures), and physicochemical insights. As illustrated in the following 
sections, this leads to a heterogeneous distribution with higher bead density in 
moieties that establish more diverse intermolecular interactions. The all-atoms to 
CG mapping of different biomolecular families are described in the next sections.

Once the CG mapping is defined, the next decision to make regards the 
nature of the interaction potential among the different beads. We made a couple of 
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strategic choices. First, we adopted the classical two-body Hamiltonian used by 
most MD simulation packages (Equation 1). 

Equation 1: The classical Hamiltonian used in most popular MD simulations packages. This particular 
functional form corresponds to that used in AMBER (Bayly et al., 2002). 

Therefore, it is immediate to use the CG force field in virtually any MD 
engine, profiting from decades of theoretical advancements from leading research 
groups globally, leveraging GPU optimizations, and constantly improving 
simulation algorithms. Moreover, the usual concepts of atom type/name, partial 
charges, etc., remain unchanged in our force field, obviating the need to learn new 
setups or file formats. Practically, anyone with the basic knowledge to run a 
standard all-atoms MD simulation in AMBER or GROMACS can run a CG 
simulation using SIRAH. Indeed, the MD engines “do not know” they are running 
a CG simulation.

However, using this classical two-body Hamiltonian requires the 
determination of a relatively high number of parameters. This led us to the second 
strategic choice. As per the predetermined mapping guidelines, CG moieties in 
SIRAH contain beads placed in the position of selected atoms in their fully 
atomistic representation. Therefore, all equilibrium distances can be directly 
derived from statistical data from the Protein Data Bank (PDB, 
https://www.rcsb.org), quantum-level calculations, or canonical conformations 
defined from organic chemistry rules. This mapping strategy considerably reduces 
the number of parameters to be determined and facilitates the implementation of a 
simple backmapping scheme that recovers pseudo-atomistic information at any 
frame of the MD simulation (Machado and Pantano, 2016).  

SIRAH's first CG model was DNA. Thus, the force constants in the bonded 
terms, partial charges, and LJ parameters were initially derived by trial & error 
simulations on double-stranded dodecameric DNA segments by imposing the same 
value on all harmonic bonds and angles. Six effective beads were used to represent 
DNA's four nucleotides, with the bead sizes corresponding to their respective 
atomistic functional group, backbone, or base (Figure 1). Most of the DNA’s 
parameters were then transferred and, eventually, adapted to different molecular 
moieties, using the general concept that similar functional groups should have 
analogous interaction parameters. For instance, protein residues use three beads for 
backbone nitrogen, Cα carbon, and carboxylic Oxygen, while side chains are 
depicted as beads with diverse sizes and charges based on the physicochemical 
properties of the amino acid, such as hydrophobicity, aromaticity, and salt bridges. 
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The following subsections provide a comprehensive overview of some of SIRAH's 
CG models. 

2.1 The CG DNA model.

DNA was the first CG model developed by our group (Dans et al., 2010). 
The four CG nucleotides in our model are made of six effective beads that respond 
to the following (gross) physicochemical vision of DNA: 

i) At least two backbone beads are necessary to represent the 5’ – 3’ prime 
polarity, and they should carry a -1 charge, typical of the polyanion. Therefore, we 
represent the DNA backbone by two beads placed at the phosphate and C5’ Carbon 
positions, with the phosphate bead carrying a -1 charge. 

ii) A-T and G-C base pairs recognize each other through electrostatic 
complementarity. So, we place three beads on the position of atoms on the so-called 
Watson-Crick edge. Partial charges on those beads ensure electrostatic recognition. 

iii) The bead sizes in the Watson-Crick edge should be atomistic to allow 
for the correct base-base stacking, while those in the backbone can be bulkier. 

iv) Finally, the details of the sugar moiety are neglected, and the 5-member 
ring is simply represented by only one bead in the C1’ position connecting the 
backbone to the Watson-Crick edge. 

Figure 1: Mapping of the SIRAH DNA model. The heavy atoms representation is superimposed on the CG 
topology. Left: CG beads for the four nucleotides are drawn with their actual LJ size. The color of the CG 
beads corresponds to the atomic position where they are mapped (cyan: Carbon, blue: Nitrogen, red: Oxygen, 
brown: Phosphorus). Right: superposition of double-stranded DNA at atomistic and CG levels. Both strands 
are shown with semitransparent solvent-accessible surfaces at the CG level. 

This mapping choice (Figure 1) allows for preserving the specific base-pair 
recognition of the B-form of DNA. Similarly, the distorting effect of mismatches 
is correctly captured, as the size and gross electrostatics signature of the four 
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nucleotides are correctly represented. Nevertheless, less frequent internucleotide 
interactions involving the sugar edge or Hoogsteen base pairs interactions are 
precluded from this CG mapping and have to be considered as limitations of the 
model.

In SIRAH, the size of the beads determined by the LJ parameters is 
heterogeneous (Figure 1). This characteristic was initially motivated by the 
necessity of maintaining the correct stacking distance between consecutive bases 
in a double-stranded configuration while accounting for the exposed molecular 
surface. Indeed, the CG model represents a compact double helix where minor and 
major grooves are clearly recognized (Figure 1). Therefore, effective beads 
representing the bases adopted the LJ size of the Barcelona force field (bsc0) 
implemented in the AMBER package for MD simulations (Pérez et al., 2007). 
Beads representing the backbone were assigned a bigger size, which was 
determined by a spherical approximation to the excluded volume of the 
corresponding functional group. Initial guesses for the depth of the LJ potential 
were also taken from the bsc0 force field and progressively adjusted.

Partial charges were assigned with the primary criterion of adding a 
negative integer to every base. To this end, a -1 charge was assigned to the 
phosphate beads, and partial charges adding to zero were assigned to the Watson-
Crick edges to ensure electrostatic recognition in A-T and G-C base pairs. The 
value of the partial charges was fitted to roughly reproduce (within 10%) the 
electrostatic potential created by the bsc0 force field in the grooves of a double-
stranded dodecahedron. 

Finally, the masses were initially distributed by summing up those 
corresponding to the atoms included in the functional groups represented by each 
bead. These choices, along with a heterogeneous mass distribution, allowed 
running MD simulations using a timestep of 5 fs.

This first version of a CG DNA model was developed to work within the 
Generalized Born model for implicit solvation, as implemented in AMBER (Case 
et al., 2008). 
This initial model was shown to reproduce the structure and dynamics of double-
stranded DNA at a resolution comparable to atomistic force fields as well as 
breathing profiles and melting temperatures of segments of different lengths, 
sequences, and on a range of ionic strengths (Dans et al., 2013).
Worth mentioning, although the model was parameterized to reproduce the B form 
of double-stranded DNA, it reproduces the spontaneous formation of large 
“bubbles” within double-stranded DNA, fraying and rehybridization of terminal 
tails and nicely matched experimentally determined persistence lengths of single-
stranded filaments (Zeida et al., 2012). 

In addition, with the development of our CG water model (see next 
subsection), a uniform mass redistribution was implemented that boosted the 
performance of our CG DNA, granting a four-fold increase in the timestep.
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In its final version, it achieves a speedup of 3-4 orders of magnitude using implicit 
solvation and two orders of magnitude in comparison with all-atoms explicit 
solvent simulations.

2.2 The WatFour (WT4) model for CG explicit solvent.

In parallel with the development of the DNA model, we started the 
development of a CG aqueous solvent that included a representation of CG water 
and monovalent electrolytic ions, namely sodium, potassium, and chloride. Most 
CG solvents lump several water molecules into a single, larger spherical particle. 
They interact in different ways according to the physics underlying the model. 
Some carry partial charges to address electrostatic screening, while others simply 
rely on LJ potentials (Darré et al., 2012a; Noid, 2013). As SIRAH is a structure-
based force field, our goal was to replicate the configuration of an elementary water 
cluster. This transient 3D structure includes a central water surrounded by four 
identical molecules positioned at the vertices of a tetrahedron, as shown in Figure 
2A. Since the central water molecule is already fulfilling its capacity to form 
hydrogen bonds, it can be excluded in a CG representation of a water cluster.

Figure 2: Conceptual derivation of the WT4 model. A) Water forms transient tetrahedral clusters held together 
by four Hydrogen bonds. The central water molecule in a cluster satisfies all Hydrogen bond acceptor and 
donor possibilities and is not accessible from the bulk. B)  The WT4 model keeps the position of the four 
external Oxygen atoms in a cluster. C) The positions of those four Oxygen atoms are used to produce a 
covalently bound, tetrahedral CG water model. 

Moreover, all Hydrogen atoms were removed, and only the Oxygen atoms 
at the tetrahedron's vertices were retained (Figure 2B), linking them with harmonic 
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bonds (Figure 2C). Since the geometry of the elementary water cluster is well 
determined by neutron scattering (Darré et al., 2010), the equilibrium distances 
could be set to the experimental value. Force constants were arbitrarily set to 5 
kcal/mol, producing energies comparable to those associated with water-water 
Hydrogen bonds in fully atomistic force fields. This soft force constant resulted in 
a quite flexible tetrahedral structure that we called WatFour or WT4 for shortness 
(Darré et al., 2010). 

For the model to generate its own dielectric permittivity and electrostatic 
screening, we added partial charges to the four beads, generating a quadrupole with 
two beads charged positively and two negatively. Since we wanted the model to be 
compatible with fully atomistic water models for multiscale simulations (see 
below), the numeric value of the partial charges was not adjusted to fit a target 
property. Instead, we adopted the partial charges of the Hydrogen atoms in the 
popular SPC water model (Berendsen et al., 1981). Namely, the beads in the WT4 
model carry a partial charge of +/- 0.41 e.

The beads' size was set to reproduce the second solvation peak of water, 
while the deepness of the LJ energy well was iteratively fitted to match the 
experimental diffusion coefficient of pure water at 300 K. 

Finally, the mass of the beads (50 a.u.) was adopted to match a density of 
1kg/dl. 

Considering that a water molecule is a tetrahedron with vertices at the 
Hydrogen atoms and Oxygen’s lone pair electrons, the WT4 model can be 
conceived as a bulkier “water molecule”. Indeed, the radial distribution function 
matches the second peak of the atomistic water. This feature prompted the 
development of monovalent ions that could modulate the ionic strength of the 
solution. The first version of electrolytic ions in SIRAH was represented by single 
beads with a net charge set to +/- 1 e. The size of ions was adjusted based on neutron 
scattering data to reflect the chemical identity of sodium, potassium, and chloride 
ions according to their second solvation shell (Darré et al., 2010). As ions are 
supposed to carry the first solvation shell, the depth of the LJ well was identical to 
that of the WT4 beads. 

The availability of electrolytic ions is an asset to the model, as it is possible 
to set the ionic strength of the solution by modifying the amount of added salt in 
the simulation box. This feature, together with the permittivity created by the partial 
charges in WT4 and the calculation of long-range electrostatics using the Particle 
Mesh Ewald summation methods (Darden et al., 1993), makes the accurate 
description of electrostatics one of the salient features of SIRAH.

2.3 The CG protein model.
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In analogy with DNA, the protein model was also derived using different 
bead sizes according to the nature of the interaction we intended to describe for 
each amino acid. The first version of the CG protein model was introduced in 2015 
(Darré et al., 2015) and refined in 2019 (Machado et al., 2019a). We focus here 
only on the latest version, as even though the conceptual changes may appear 
minor, they have significantly enhanced the ability to reproduce protein structures. 

Figure 3: Mapping of the CG model for Amino Acids. Top: schematic mapping of the backbone beads (brown) 
on all-atoms (black) representation and mapping rule for Ramachandran dihedral angles. Bottom: CG amino 
acids and post-translational modifications in SIRAH. General scheme and coloring, as in Figure 1. Aspartic 
and Glutamic acids may exist in charged and neutral (protonated) states. Labels correspond to bead types 
indicated in Figure 4. 

The atomistic to CG mapping of the protein’s side chains follow the same 
philosophy of the DNA model. A comprehensive view of the CG representation of 
the amino acids is shown in Figure 3. Effective beads are placed on the position of 
selected atoms along the fully atomistic side chains with sizes and charges 
according to the interactions they are expected to establish (hydrophobic, aromatic, 
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salt bridges, etc.). Specifically, hydrophobic amino acids are represented by neutral 
beads at the Carbon in position β (in Valine) and γ (Leucine and Isoleucine), with 
an LJ diameter of 0.42nm, which roughly matches the excluded volume of the side 
chain. 

Smaller bead sizes (0.35 nm) are used to represent aromatic amino acids 
(Figure 3), enabling the formation of stacking-like interactions among aromatic 
side chains. Partial charges are added to Tyrosine, Histidine, and Tryptophan to 
preserve their possibility of establishing Hydrogen bonds. 

Polar amino acids in the CG representation are characterized by retaining 
beads in their respective functional groups, such as hydroxyl, thiol, amine, etc. 
Noteworthy, we kept beads at the location of Hydrogen atoms in Serine, Threonine, 
and Cysteine, along with partial charges that facilitate Hydrogen-bond-like 
interactions. Additionally, the acidic and basic amino acids possess partial charges, 
which add up to a net charge of +/- 1 e. It is important to note that in the cases of 
Cysteine, Aspartic, and Glutamic acids, negatively charged and neutral (or 
protonated) versions are available. Just like in fully atomistic force fields, changing 
the amino acid name in the initial PDB file is necessary to set their protonation state 
(Klein et al., 2020; M.R. Machado et al., 2019a). 

The aminoacidic backbone is represented at a relatively high level of detail, 
with three beads placed on the Nitrogen, Cα Carbon, and carboxylic Oxygen 
positions. This allows a straightforward transformation from all-atoms to CG and 
backward, facilitating the interpretation of the conformations sampled by the CG 
proteins. Indeed, the so-called Ramachandran torsional angles can be obtained by 
a simple arithmetic rule (Figure 3).

Bonded parameters for amino acids were derived following the rules 
outlined for DNA, and in general, the same force constants for bond and angular 
stretching were used. This strategy of translating the same set of parameters, 
reminiscent of how early force fields were derived (Schuler et al., 2001), proved 
effective and time-saving. Therefore, we employed it as a general scheme to 
produce new topologies or, at least, to generate good initial guesses for bonded and 
non-bonded terms in the classical two-body Hamiltonian. For instance, phosphate 
parameters developed for DNA were successfully translated to phosphorylated 
residues in proteins and phospholipids. Worth mentioning, although the amino acid 
parameters were derived and fitted to reproduce the structural features of folded 
proteins, we recently showed that no modifications are needed to attain a good 
description of the conformational dynamics of intrinsically disordered proteins (He 
et al., 2023; Klein et al., 2021).
In version 2.0, the masses of all beads in the force field were set to 50 a.u.. 
Furthermore, the most common post-translational modifications in proteins are also 
available. They include phosphorylated Serine, Threonine, Tyrosine, Lysine in 
acetylated and methylated forms, and palmitoylated Cysteine (Garay et al., 2020). 

Parameters for divalent ions are also available. Using a statistical analysis 
from the available metal-bonded structures reported in the PDB, we generated 
parameters for Zinc, Magnesium, and Calcium. The ions mentioned above account 
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for over 80% of the metal-coordinated structures. By using the statistical and 
structural data available, a refined set of interaction parameters from specific 
Lennard-Jones interactions was developed and optimized (Klein et al., 2020). 
These parameters were validated through multiple CG simulations of proteins and 
DNA systems, leading to a compelling structural reproduction, as demonstrated in 
Klein et al. (2020), and enabling SIRAH simulations of a wide range of metal-
bound macromolecules.

2.4 The dark side of the force: overwriting combination rules.

While developing parameters for proteins, we realized that some 
interactions were well described in most cases but not properly weighted in others. 
For instance, electrolytic ions, including their first solvation shell, were well suited 
to neutralize DNA charges, but they remained permanently bound to charged side 
chains in amino acids. 
To solve these issues, we introduced an essential change in how LJ interactions are 
calculated. In common MD packages, the potential energy contribution from LJ 
interactions is calculated according to V(LJ)ij = 4εij[(σij/rij)12 − (σij/ rij)6], where εij 
corresponds to the depth of the potential well and σij indicates the distance rij at 
which the interaction between particles i and j reaches its energy minimum. The 
values for σij and εij are frequently calculated according to the Lorentz-Berthelot 
(LB) as εij = √(εiεj), and σij=(σi + σj)/2. 

In this way, interactions between individual atoms (or effective beads in our 
case) are assigned specific parameters according to their chemical nature. However, 
it is also possible to set specific LJ parameters, allowing certain bead pairs to 
establish specific interactions different from those calculated from LB combination 
rules. Modifying LJ interactions outside of LB combination rules offers an 
adaptable manner to regulate certain interactions that apply only to specific bead 
pairs. 

This “outside-of-LB trick” provides a convenient way to fine-tune specific 
interactions between certain moieties so that each bead type can consistently 
account for the different exposed physicochemical environments. A similar strategy 
is also used in other CG force fields (e.g., MARTINI (Marrink and Tieleman, 2013; 
Marrink et al., 2023), and all-atoms force fields (e.g., CUFIX (Yoo and 
Aksimentiev, 2018)). 
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Figure 4: LJ interactions computed outside of Lorentz-Berthelot combination rules in SIRAH. Boxes at the 
circle rim identify bead types colored by physicochemical characteristics. Their position in different residues 
is indicated in Figures 1, 3, and 5. 

Currently, there are 56 different beads types in SIRAH. Among a total of 
1540 possible pair combinations, 197 interactions are defined outside of the LB 
combination rules. A pictorial representation of these interactions is provided in a 
chord plot format (Figure 4). To provide a brief explanation of the rationale behind 
these exceptions to the LB combination rules, we will shortly analyze a few of 
them. 

Salmon lines in Figure 4 represent particular interactions between basic 
moieties and aromatic beads. They correspond to cation-π interactions between 
beads in the side chains of aromatic residues and Lysine (bead C7Nk), methylated 
Lysine (bead C7Nm), and zwitterionic N-terminal of all amino acids (bead GNz).

Black lines indicate which beads can interact with each other at nearly 
atomistic size while keeping a bigger size with the rest of the force field. This 
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correction is of utmost significance for backbone beads as the possibility of forming 
α helices depends crucially on the size of Cα carbons and the required distance to 
establish Hydrogen bonds between nitrogen and carboxylic Oxygen. Larger sizes 
than atomistic ones are incompatible with the compact structure of α helices 
(Maritan et al., 2000). A similar reasoning holds for the formation of Hydrogen 
bonds between two β strands. On the other hand, an atomistic size for the backbone 
beads results in over-stabilizing the interaction with certain beads, especially those 
of the WT4 model. Therefore, this workaround facilitates the formation of 
secondary structure elements, establishing at the same time adequately weighted 
interactions with the rest of the force field. Likewise, interactions between 
backbone and nucleotide beads allow for a better docking of peptides within the 
minor groove of double-stranded DNA (Brandner et al., 2018). The thick black line 
on the left of the chord plot connects the Phosphate moiety, present in DNA and 
phosphorylated amino acids, with the Proton-like bead (P2P) present in Serine, 
Threonine, and Cysteine, allowing for the formation of Hydrogen bond-like 
interactions.

Orange lines indicate special modifications that modulate salt bridges, 
avoiding an overstabilization among charged pairs.

Other out-of-LB interactions include cation-π, backbone-side chain 
Hbonds, and water-metal ions, among others. These are colored in gray and are not 
discussed here for brevity.

2.5 Fat SIRAH: CG models for phospholipids.

After completing the DNA, aqueous solvent, and protein models, we 
focused on incorporating an appropriate CG lipid representation to enable 
simulations of membrane proteins. Given the immense range of lipid species, we 
restricted our efforts to develop only a few prototypical phospholipids. To represent 
the diverse range of polar and nonpolar lipid constituents found in biological 
membranes, we examined three prototypical phospholipid heads: phosphatidyl-
choline (PC), -ethanolamine (PE), and –serine (PS), which respectively represent 
big/small polar and acidic heads (see Figure 5). Additionally, we selected myristoyl 
(M), palmitic (P), and oleic (O) acyl chains as models of short, long, and 
unsaturated tails. Despite their minimalistic nature, the combinations of these lipid 
heads and tails enable the simulation of the most prevalent eukaryotic membrane 
components (Barrera et al., 2019).

To parameterize the lipid heads and tails, we capitalized on the significant 
number of functional groups present in the SIRAH force field, which not only 
reduced the workload associated with parameterization but also ensured 
compatibility. With only minimal parameter modifications, we successfully 
developed a set of phospholipids that accurately replicated the mechanical 
properties of lipid bilayers (Barrera et al., 2019; Capelli et al., 2021).
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Figure 5: CG representation of phospholipids. General scheme and coloring, as in Figures 1 and 3. Labels 
correspond to bead types indicated in Figure 4. 

In the course of test simulations of proteins embedded in a lipid bilayer, we 
observed some spurious insertions of acylic tails within the protein core. To address 
this problem, we set specific interactions between the hydrophobic side chains of 
the protein and the acyl chains out of the LB combination rules, rendering them 
equivalent to those found among Cα Carbon beads in Alanine. This modification 
led to an accurate depiction of the tilted orientation of the SarcoEndoplasmic 
Reticulum Calcium (SERCA) pump in a DMPC bilayer, which corresponds to the 
membrane thickness of the Endoplasmic Reticulum (Barrera et al., 2019). These 
parameters were further utilized to explore the electrostatics-driven opening of 
Connexin 26 channels, demonstrating impressive predictive power in identifying a 
mutation that inhibited channel opening (Zonta et al., 2018). Additionally, our 
group recently leveraged this cost-effective approach to perform simulations of 
entire viral capsids and envelopes, enabling us to construct and simulate a Zika 
VLP on the multi-microsecond time scale (Soñora et al., 2021). 

3. Multiscale simulations

The development of the CG force field within the classical two-body 
Hamiltonian used by common MD simulation programs facilitated the 
implementation of multiscale simulations (recently reviewed by us in Soñora et al., 
2021). The crosstalk between CG and atomistic regions occurs naturally within the 
same Hamiltonian, obviating the need to define non-Hamiltonian interaction terms. 
Besides the simplicity of the setup and running simulations, this also implies no 
loss of efficiency because of the time spent communicating between software 
modules. There are currently two different multiscale implementations in SIRAH. 
The first involves an all-atoms/CG model that covalently links both levels of 
resolution in one single, covalently bound nucleic acid chain (Machado et al., 
2011). The combination of this all-atoms/CG model with the well-established 
QM/MM techniques implemented in AMBER (Walker et al., 2008) allowed for the 
first time to implement a QM/MM/CG scheme within the same simulation setup 
(Machado et al., 2019b).
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The second multiscale approach within SIRAH involves a multi-resolution 
model for the solvent. In this approach, SIRAH can mix fully atomistic solutes with 
a shell of atomistic solvent surrounded by CG water (Darré et al., 2012b; Machado 
and Pantano, 2015). This approach is compatible with the most popular water 
solvent models (Gonzalez et al., 2013). Additionally, a triple solvation scheme in 
which water can be treated at all-atoms, CG, and supraCG levels is also available 
(Machado et al., 2017). These implementations are particularly well suited for 
highly solvated systems in which large amounts of bulk water are needed to ensure 
the proper solvation effects, pressure, etc. Concrete examples of such systems are 
viral capsids or envelopes. Because of intrinsic disorder or symmetry operations, 
the genetic material of viruses is difficult to resolve by experimental methods. 
Therefore, the reported structures of virus systems correspond actually to VLPs 
(Machado et al., 2017). The field of computational virology is entering a new era 
due to technological advances in computers and experimental techniques that 
enable the simulation and analysis of increasingly larger biological systems 
(Gonzalez-Arias et al., 2020; Jefferys and Sansom, 2019; Marzinek et al., 2020; 
Perilla et al., 2015). To further enhance current capabilities, multiscale strategies 
that combine atomic and CG resolutions are being utilized (Ayton and Voth, 2010; 
Liu et al., 2020; Machado et al., 2017; Yu et al., 2021). Nonetheless, constructing 
and configuring complex cellular systems still presents a computational obstacle. 
Therefore, even assembling such systems is a complex task. Recently, we 
developed a strategy to assemble and simulate VLP systems within the multiscale 
framework of the CG SIRAH force field (Soñora et al., 2021). To further reduce 
the computational cost of simulating VLPs, the solvent is represented at two levels 
of resolution using a CG water model (WT4) (Darré et al., 2010) and a supra-CG 
solvent (WLS) (Machado et al., 2017) to obtain an onion-shaped configuration of 
the system. MD simulations of entire VLPs are crucial to understanding their 
dynamics, providing insights only accessible to computer simulations (Jones et al., 
2021; Machado and Pantano, 2021). We are currently using this approach to 
address the study of Flaviviruses containing the membrane and proteinaceous 
envelope (Soñora et al., 2022, 2021) (Figure 6).
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Figure 6. Simplified schematic representation of a multiscale model of the Zika virus VLP. From the outside 
to the inside, grey: WLS (supra CGsolvent), light blue: WT4 (CG solvent), violet: viral proteins (CG), and 
green: viral lipid membrane (CG). To the shake of a better visualization core of the VLP is shown empty. The 
complete system has a WT4 CG solvent layer internal to the lipid membrane and a supra-CG solvent layer 
(WLS) in the inner core (not shown for visual clarity).

4. Performance

As stated previously, the implementation of the latest version of the SIRAH 
force field profits from all available GROMACS and AMBER package options. 
The GPU implementations found in these packages facilitate CG simulations of 
medium-size systems at a rate of a few microseconds per day in desktop computers, 
while for larger-sized systems of about a million particles, the rate can reach 
hundreds of nanoseconds per day.

In order to provide a quantitative illustration of SIRAH performance, a 
comparison was made between a simulation of a system in SIRAH CG 
representation and the corresponding system in its atomistic model (Amber’s 
FF14SB) with AMBER 20 using a node computer equipped with two Intel® 
Xeon® Gold 5317 processors (3.0 GHz x 24 cores), 252 GB RAM DDR4 memory 
(3,200 MHz) and accelerated with an NVIDIA GeForce RTX 3090 (24 Gb) GPU. 
The selected system for the study comprised the receptor binding domain (RBD) of 
the SARS-CoV-2 Spike protein, along with the complete human ACE2 and in the 
presence of the neutral amino acid transporter B0AT1 (PDB code 6M17). This 
system was previously simulated using SIRAH and subsequently analyzed in the 
work of Garay et al. (2021). Keeping similar dimensions, the use of an atomistic 
representation instead of a CG one resulted in a ten-fold increase in the number of 
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elements, with the former consisting of 110,910 beads and the latter consisting of 
1,162,885 atoms, including water, electrolytes, and metal ions bound to the 
catalytic site. The SIRAH CG model exhibited a simulation speed of approximately 
660 nanoseconds per day using a 20 fs time step. In comparison, the atomistic 
model showed a simulation speed of approximately 11 nanoseconds per day using 
a 2 fs time step. Thus, in this architecture and utilizing AMBER 20, we obtained a 
60-fold speedup when using SIRAH CG representation instead of an atomistic one 
for the same system.

Nevertheless, it has to be kept in mind that a direct comparison between CG 
force fields might not always be possible, as not all share the same capabilities. 
Beyond simple speedup considerations, users must consider the force field's 
limitations.

5. Limitations 

It is crucial to underline that while CG methods can enhance performance, 
they are not a panacea for faster results without any trade-offs. Any shortcuts taken 
usually come with a cost, which in this instance, could compromise structural or 
energetic precision or both.

Similar to other CG force fields, SIRAH has limitations in handling 
situations that demand atomic-level precision. These could include scenarios where 
single water molecules mediate interactions within macromolecules or when 
ligands possess a high degree of specificity within binding sites. For example, 
simulations of a potassium channel, which is stabilized by alternating desolvated 
potassium and single water molecules within the channel cavity (Díaz-Franulic et 
al., 2015), or aquaporins, in which individual water molecules modify their 
orientation while traversing the water pore (Canessa Fortuna et al., 2019). The 
atomistic details revealed by these two latter examples could be challenging to 
accomplish using CG techniques since CG models that combine multiple water 
molecules into a single effective bead are unable to investigate intermolecular 
interactions involving single water molecules. Moreover, the inherent loss of 
accuracy in CG components can negatively impact the faithful reproduction of 
native contacts in protein-protein interfaces, even when intermolecular contact 
surface values remain within experimental bounds (Darré et al., 2015; Machado et 
al., 2019a).

Despite the unbiased treatment of the backbone conformations, the use of 
SIRAH for protein folding simulations has not been deeply explored. Although we 
succeed in reproducing the spontaneous aggregation (Barrera et al., 2021a, 2021b), 
folding of small peptides (Klein et al., 2021), and the specific recognition of 
Calmodulin upon the presence of a Calmodulin binding peptide (Machado et al., 
2019a), the unbiased formation of large helical segments is still challenging to our 
force field. 
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Despite incorporating parameters for the most prevalent biological 
molecules, the molecular diversity within biological systems is so extensive that it 
is virtually impossible to encompass all relevant biomolecules. In our case, it is not 
immediate to establish a generally valid methodology for creating arbitrary 
molecular topologies. As elaborated in the preceding paragraphs, converting a new 
topology from all-atom to CG represents a critical stage. In the case of SIRAH, this 
process necessitates data gleaned from experimental databases, organic chemistry 
(canonical structures, for instance), and physicochemical intuition.

Unlike in the fully atomistic realm, where chemical principles are well 
established, the CG universe can be somewhat fuzzy. Indeed, diverse topologies for 
the same molecule may emerge from different academic backgrounds. Hence, there 
is no definitive "correct" or "incorrect" CG parameterization. A "good" 
parameterization is one that yields an accurate portrayal of the intermolecular 
interactions being studied, keeps compatibility with the rest of the force field, and 
grants a significant acceleration in calculations (at least one or two orders of 
magnitude). 

6. Perspectives

The development of rapid and accurate simulation potentials will continue 
to gain relevance in biomedical sciences, as the ever-growing computer power 
made of MD a well-established and complementary technique to further our 
understanding of complex processes and large biological systems (Stevens et al., 
2023). In this context, consistent force fields, including all biological families of 
molecules enabling the crosstalk at different molecular resolutions, remain an 
important challenge.  

Our perspectives for the near future include extending the SIRAH´s 
universe to include glycans, which will soon be available to simulate 
polysaccharide chains and protein glycosylation. We are also working to increase 
the lipid diversity. We will incorporate sphingomyelins, ceramides, and cholesterol. 
These molecules play an essential role in the endoplasmic reticulum membranes, 
which are also components of flaviviral envelopes, one of our main lines of 
research. Additionally, we are testing POPG parameters, as this lipid constitutes a 
main component of bacterial membranes; it is fundamental for realistic descriptions 
of the mode of action of antibiotic peptides.  

In the medium term, we plan to incorporate a CG model for RNA, which 
are fundamental ingredients for describing viral particles and constitute a 
mainstream of research in our group. 
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- SIRAH is one of the most complete force fields for coarse-grained and 
multiscale simulations of complex biological systems.

- Its implementation in popular molecular dynamics simulation packages 
provides plug&play solution for coarse-grained simulations.

- This review provides a comprehensive outlook of the development 
strategies and illustrate the future of the force field. 
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