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a) Facultad de Matemática, Astronomı́a, F́ısica y Computación,
Universidad Nacional de Córdoba, CIEM – CONICET,
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1 Introduction

1.1 The context

Let k be an algebraically closed field of characteristic zero. The problem of classifying Hopf
algebras with finite Gelfand–Kirillov dimension, abbreviated GK-dim henceforth, is an active
area of research. See [6, 9, 11, 14] and references therein. Crucial for this problem and attractive
in itself is the question of classifying Nichols algebras over abelian groups with finite GK-dim;
see [2] for its role in the study of pointed Hopf algebras over nilpotent groups. Let Γ be an
abelian group and let kΓ be its group algebra. The braided tensor category kΓ

kΓYD of Yetter–
Drinfeld modules over kΓ consists of Γ-graded Γ-modules, i.e., vector spaces V = ⊕g∈ΓVg with
a linear action of Γ such that h · Vg = Vg for all g, h ∈ Γ, with usual tensor product of modules
and gradings. The braiding cV,W : V ⊗W →W ⊗ V , for V,W ∈ kΓ

kΓYD, is given by

cV,W (v ⊗ w) = g · w ⊗ v, v ∈ Vg, g ∈ Γ, w ∈W. (1.1)

Given V = ⊕g∈ΓVg ∈ kΓ
kΓYD, its support is suppV = {g ∈ Γ: Vg ̸= 0}. Since the Nichols algebra

B(V ) depends only on the braiding, the question of classifying those V with GK-dimB(V ) <∞
was approached via Nichols algebras of suitable classes of braided vector spaces. Concretely, we
mention:

(a) Braided vector spaces of diagonal type (see Section 3.2.2 for details).

Nichols algebras arising from this class satisfy the following:

Theorem 1.1 ([13]). The root system of a Nichols algebra of diagonal type with finite GK-
dimension is finite.
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This result was conjectured in [6, Conjecture 1.3.3], with supporting evidence from [3, 5,
12, 20]. By Theorem 1.1, the classification of Nichols algebras of diagonal type with finite
GK-dimension follows from [16].

(b) Blocks.

These are the braided vector spaces V(ϵ, ℓ), where ϵ ∈ k× and ℓ ∈ N≥2, with a basis (xi)i∈Iℓ
such that for i, j ∈ Iℓ, 1 < j:

c(xi ⊗ x1) = ϵx1 ⊗ xi, c(xi ⊗ xj) = (ϵxj + xj−1)⊗ xi.

Theorem 1.2 ([6, Theorem 1.2.2]). GK-dimB(V(ϵ, ℓ)) <∞ if and only if ℓ = 2 and ϵ ∈ {±1},
in which case GK-dimB(V(ϵ, ℓ)) = 2.

Here B(V(1, 2)) is the well-known Jordan plane while B(V(−1, 2)) is called the super Jordan
plane; the adjective super is justified in [8].

(c) Direct sums of blocks and points.

Here a point is a braided vector space of dimension 1 and the blocks are of the form V(ϵ, 2),
ϵ ∈ {±1}. We require at least two blocks, or one block and at least one point (to avoid overlaps
with the previous classes), and specific types of braidings between blocks and points, or between
blocks (from realizations in categories of Yetter–Drinfeld modules over groups). The precise
definition is in [6, Section 1.3.1]. The classification of the Nichols algebras with finite GK-dim
of such braided vector spaces is [6, Theorem 1.3.8].

(d) Sums of one pale block and one point.

Any finite-dimensional Yetter–Drinfeld module is a direct sum of indecomposable subobjects
in kΓ

kΓYD. If the underlying braided vector space of U ∈ kΓ
kΓYD is a block, then U is indecompos-

able in kΓ
kΓYD but the converse is not true. An indecomposable U ∈ kΓ

kΓYD which is not a block,
i.e., is not an indecomposable braided vector space, is called a pale block. These appear already
in dimension 3. Thus a braided vector space V , dimV = 3, is a direct sum of of one pale block
and one point if V = V1⊕V2 where V1 is a pale block and V2 is a point. This turns out to mean
that there exist

� a basis (xi)1≤i≤3 such that V1 is generated by x1 and x2 and V2 = kx3 and

� a matrix (qij)1≤i,j≤2 of non-zero scalars

such that the braiding is given by

(c(xi ⊗ xj))1≤i,j≤3 =

q11x1 ⊗ x1 q11x2 ⊗ x1 q12x3 ⊗ x1
q11x1 ⊗ x2 q11x2 ⊗ x2 q12x3 ⊗ x2
q21x1 ⊗ x3 q21(x2 + x1)⊗ x3 q22x3 ⊗ x3

. (1.2)

Indeed, it can be shown that such V has a braiding like this [6, Sections 4.1 and 8.1] and
conversely we realize a braided vector space V with braiding (1.2) in kΓ

kΓYD, where Γ = Z2

with a basis g1, g2, by V1 = Vg1 , V2 = Vg2 , g1 · x1 = q11x1, g2 · x1 = q21x1, g1 · x2 = q11x2,
g2 · x2 = q21(x2 + x1), gi · x3 = qi2x3.

The underlying braided vector space of any Yetter–Drinfeld module of dimension 3 over an
abelian group belongs to one of the classes (a), (b), (c) or (d), see [6, Sections 4.1 and 8.1].
Below we shall use the notation q̃12 := q12q21.

Theorem 1.3 ([6, Theorem 8.1.3]). Let V be a braided vector space of dimension 3 with braid-
ing (1.2). Then GK-dimB(V ) <∞ if and only if q11 = −1 and either of the following holds:

(i) q̃12 = 1 and q22 = ±1; in this case GK-dimB(V ) = 1.

(ii) q22 = −1 = q̃12; in this case GK-dimB(V ) = 2.

The Nichols algebras in the theorem are described in Proposition 3.10.
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1.2 The main theorem

Because of these antecedents, we consider the class P of finite-dimensional braided vector
spaces V with pale braiding [6], i.e., such that

� V can be realized as Yetter–Drinfeld module over an abelian group,

� V does not belong to classes (a), (b), nor (c).

The problem is to determine when GK-dimB(V ) <∞ for V ∈ P. Without loss of generality,
we restrict ourselves to the following setting.

Hypothesis 1.4. Γ is an abelian group and V ∈ kΓ
kΓYD satisfies

(I) V ∈ P,

(II) supV generates Γ,

(III) V is connected, see Definition 3.2.

Indeed, if (II) does not hold, then we replace Γ by the subgroup generated by the support.
Also (III) is controlled by Remark 3.3.

Let Γ and V be as in Hypothesis 1.4. To deal with our problem, we consider the possible
decompositions of V in indecomposable Yetter–Drinfeld submodules. Some cases are ruled out
by our assumptions:

� If V is indecomposable, then by (II) V = Vg for some g ∈ Γ and g generates Γ. Thus g
must act as a Jordan block of some eigenvalue ϵ; i.e., V is either a point or a block, so it
is not in P since it belongs to class (a) or (b).

� If V is a direct sum of Yetter–Drinfeld submodules of dimension 1, then it is of diagonal
type, again out of P.

Suppose further that dimV = 4. There are three cases of decompositions V = V1⊕V2⊕· · ·⊕Vθ

where dimV1 ≥ dimV2 ≥ · · · ≥ dimVθ and the Vj ∈ kΓ
kΓYD are indecomposable to be considered,

namely

(1) θ = 2, dimV1 = 3 and dimV2 = 1,

(2) θ = 3, dimV1 = 2 and dimV2 = dimV3 = 1,

(3) θ = 2, dimV1 = dimV2 = 2.

The classification of the possible V with GK-dimB(V ) < ∞ is carried out in each case in
Sections 4, 5 and 6, respectively, using Theorem 1.1. Putting together the corresponding results,
see Theorems 4.1, 5.1 and 6.1, we get our main theorem:

Theorem 1.5. Let V be a braided vector space of dimension 4 satisfying Hypothesis 1.4. Then
GK-dimB(V ) <∞ if and only if V is in Table 1.

For the meaning of the graphical description in the last column in Table 1, we refer to
Section 3.2.5.

Theorem 1.5 is the crucial recursive step towards the classification of the Nichols algebras
satisfying Hypothesis 1.4 and having finite Gelfand–Kirillov dimension, that is presently work
in progress. Indeed, we can show that the members of the list in Table 1 either belong to
natural families of braided vector spaces giving rise to Nichols algebras with finite Gelfand–
Kirillov dimension or else could not be extended to such a family. Now the technical difficulties
presented by the working Hypothesis 1.4 prevent us from arguing inductively in a naive way, and
in fact there are new families beyond such a recursion, but the constraints given by Theorem 1.5
would make this question tractable.
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Table 1. Pale braidings of rank 4 with finite GK.

Shape Name GK-dim Theorem Diagram

1 pale block E3,−(q) 2 4.4 3
1

−1•
2

& 1 point E3,+(q) 4 4.5 3
1

1•
2

1 pale block Eµ,ν

(
q†, a

)
2 5.2

ν•
3

a

1

µ
•
2

& 2 points E⋆,∞
(
q†
)

4 5.5
−1•
3

0

1

1•
2

2 pale blocks S2,0(q) 2 6.3
1

(1,0)

2

1 pale block S1,+

(
q,−1

2

)
2 6.6

1

(− 1
2
,1)

⊞
2

& 1 block S1,+(q,−1) 4 6.6
1

(−1,1)
⊞
2

S1,−(q) 4 6.7
1

(1,1)
⊟
2

2 Preliminaries

2.1 Conventions

For us N = {1, 2, . . . } and N0 = N ∪ {0}. If ℓ ≤ θ ∈ N0, then Iℓ,θ := {ℓ, ℓ+ 1, . . . , θ}, Iθ := I1,θ.
The cardinal of a set I is denoted by |I|. The antipode of a Hopf algebra is denoted by S.
Given a vector space V , ⟨v1, . . . , vn⟩ denotes the subspace spanned by v1, . . . , vn ∈ V . Given an
algebra A, k⟨x1, . . . , xn⟩ denotes the subalgebra generated by x1, . . . , xn ∈ A.

2.2 Nichols algebras

Let Γ be an abelian group. The category kΓ
kΓYD of Yetter–Drinfeld modules over kΓ was already

defined; we refer to the literature for that of HHYD,H a general Hopf algebra. See, e.g., Section 3.1
for the concept of braided vector space and [1] for the notions of braided Hopf algebras and Hopf
algebras in braided tensor categories. Fix R a Hopf algebra in H

HYD. The braided commutator
of x, y ∈ R is [x, y]c = xy −multiplication ◦ c(x⊗ y). Let adc denote the braided adjoint action
of R, see, e.g., [1, p. 165]; if x ∈ R is primitive, then adc x(y) = [x, y]c for all y ∈ R.

Remark 2.1. Let B be an algebra in kΓ
kΓYD and u, v, w ∈ B homogeneous of degrees g, h, k ∈ Γ.

Then

[uv,w]c = u[v, w]c + [u, h · w]cv, (2.1)

[u, vw]c = [u, v]cw + g · v[u,w]c, (2.2)

[[u, v]c, w]c = [u, [v, w]c]c − (g · v)[u,w]c + [u, (h · w)]cv. (2.3)

These identities will be used frequently, sometimes implicitly, in what follows.

Given V ∈ H
HYD, the tensor algebra T (V ) is naturally a Hopf algebra in H

HYD. The Nichols
algebra B(V ) is a quotient of T (V ) by a suitable homogeneous Hopf ideal; see [1] for details.
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Let V ∈ kΓ
kΓYD with a basis (vi)i∈Iθ such that vi is homogeneous of degree gi for all i. Then

there are skew-derivations ∂i, i ∈ Iθ, of T (V ) such that

∂i(vj) = δij , ∂i(xy) = ∂i(x)(gi · y) + x∂i(y), x, y ∈ T (V ), i, j ∈ Iθ.

These skew-derivations extend to B(V ). Given x ∈ B(V ), if ∂i(x) = 0 for all i ∈ Iθ, then x = 0.
Given a braided vector space V with a basis (xi)i∈Iθ , we denote in any intermediate Hopf

algebra between T (V ) and B(V )

xi1···ikik+1
= (adc xi1) · · · (adc xik)xik+1

, i1, . . . , ik+1 ∈ Iθ.

We refer to [19] for the theory of Gelfand–Kirillov dimension. By [22], the Nichols algebras
considered here admit a PBW-basis; we derive the GK-dim, when finite, from the explicit
computation of one such PBW-basis. To decide that the GK-dim is infinite, we use instead
a variety of arguments, mostly reducing to a subalgebra or quotient algebra; in some cases we
use Theorem 1.1: explicitly, in Lemmas 5.4 and 5.7 and in Proposition 5.9.

2.2.1 The splitting technique

Let V = U ⊕W be a direct sum of Yetter–Drinfeld modules over a Hopf algebra H. Then B(V )
splits as

B(V ) ∼= K#B(W )

with K = B(V )coB(W ). Further, K is isomorphic to the Nichols algebra of K1 = adc(B(W ))(U),
see [17, Proposition 8.6], and also [7, Lemma 3.2]. It is often easier to compute B

(
K1

)
and then

derive B(V ).

3 Indecomposable Yetter–Drinfeld modules

3.1 The category of braided vector spaces

A braided vector space is a pair (V, c) where V is a vector space and c ∈ GL(V ⊗V ) is a solution
of the braid equation (c⊗ id)(id⊗c)(c⊗ id) = (id⊗c)(c⊗ id)(id⊗c). As customary, the braiding
of any braided vector space is denoted by c. We assume that all braidings are rigid. The class
of braided vector spaces is a category, where a morphism f : (W, c) → (W ′, c) is a linear map
f : W →W ′ such that (f ⊗ f)c = c(f ⊗ f). A collection of morphisms of braided vector spaces
is an exact sequence if the underlying collection of linear maps is so.

Definition 3.1. A braided vector space (W, c) is simple if W ̸= 0 and for any exact sequence
0→ (U, c)→ (W, c)→ (V, c)→ 0 of braided vector spaces, either U = 0 or else V = 0.

There is a forgetful functor from kΓ
kΓYD to the category of braided vector spaces sending

V ∈ kΓ
kΓYD to (V, cV,V ), cf. (1.1).

Following [21], a braided subspace (U, c) of (W, c) is categorical if

c(U ⊗W ) = W ⊗ U and c(W ⊗ U) = U ⊗W.

Let (U, c) be a categorical braided subspace of (W, c). By [21, Proposition 6.6], there exists
a Hopf algebra K such that

� W ∈ K
KYD and U is a subobject of W in K

KYD,
� the braidings of W and U coincide with those in K

KYD.
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Actually, K can be chosen co-quasi-triangular so that W and U are just K-comodules with
braiding arising from the universal R-matrix.

As in [15, Definition 2.1], a decomposition of a braided vector space W is a family of non-zero
subspaces (Wi)i∈I such that

W = ⊕i∈IWi, c(Wi ⊗Wj) = Wj ⊗Wi, i, j ∈ I.

Given such a decomposition, every Wi is a categorical subspace. By [21, Proposition 6.6],
there exists a Hopf algebra K such that W = ⊕Wi is a direct sum in K

KYD with braidings
coming from K

KYD. We say that a braided vector space (W, c) is decomposable if it admits
a decomposition with |I| ≥ 2; otherwise, it is indecomposable. In this way, if W ∈ K

KYD is
indecomposable as braided vector space, then it is indecomposable as Yetter–Drinfeld module,
but the converse is not true: there are simple Yetter–Drinfeld modules of dimension 2 over group
algebras that are of diagonal type as braided vector spaces.

Definition 3.2. Let W = ⊕i∈IWi be a decomposition of a braided vector space W . Set
cij = c|Wi⊗Wj

: Wi ⊗Wj → Wj ⊗Wi; i ∼ j when cijcji ̸= idWj⊗Wi , i ̸= j ∈ I; and let ≈ be the
equivalence relation generated by ∼. We say that W is connected if i ≈ j for all i, j ∈ Iθ.

Remark 3.3. Let W = ⊕i∈IWi be a decomposition of a braided vector space W such that
dimW < ∞ and cijcji = idWj⊗Wi for every pair i, j ∈ I. Then B(W ) ≃ ⊗iB(Wi) [15] and
GK-dimB(W ) =

∑
iGK-dimB(Wi).

We make precise a notion from [6]. Let K be a Hopf algebra.

Definition 3.4. We say that W ∈ K
KYD, dimW < ∞, is a pale block if it is decomposable as

braided vector space but indecomposable in K
KYD.

Thus there is a difference between the study of Nichols algebras of simple or indecomposable
braided vector spaces and ditto of simple or indecomposable Yetter–Drinfeld modules.

3.1.1 Indecomposable modules of dimension 2

Let K be a Hopf algebra. As illustration, we describe the indecomposable but not simple objects
in K

KYD of dimension 2. The one-dimensional objects in K
KYD are parametrized by YD-pairs,

that is pairs (g, χ) ∈ G(K)×Homalg(K,k) such that

χ(k)g = χ(k2)k1gS(k3) for all k ∈ K. (3.1)

If (g, χ) is a YD-pair, then g ∈ Z(G(K)); also, the vector space kχg of dimension 1, with action
and coaction given by χ and g, is in K

KYD.
Let χ1, χ2 ∈ Homalg(K,k). The space of (χ1, χ2)-derivations is

Derχ1,χ2(K) = {η ∈ K∗ : η(kt) = χ1(k)η(t) + η(k)χ2(t), k, t ∈ K}.

For example, χ1 − χ2 ∈ Derχ1,χ2(K). Dually, let g1, g2 ∈ G(K). The space of (g2, g1)-skew
primitive elements is

Pg2,g1(K) = {k ∈ K : ∆(k) = g2 ⊗ k + k ⊗ g1}.

For example, g1 − g2 ∈ Pg2,g1(K).

Definition 3.5. A rank 2 YD-block for K is a collection (g1, g2, χ1, χ2, η, ν), where

(a) (gi, χi), is a YD-pair for K, i ∈ I2;
(b) η ∈ Derχ1,χ2(K);

(c) ν ∈ Pg2,g1(K), and for all k ∈ K

χ2(k)ν + η(k)g1 = χ1(k2)k1νS(k3) + η(k2)k1g2S(k3). (3.2)
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Remark 3.6. The following sets are subalgebras of K:

� given (g, χ) ∈ G(K)×Homalg(K,k), {k ∈ K : (3.1) holds};
� provided that (a), (b) and (c) are valid, {k ∈ K : (3.2) holds}.

Let (g1, g2, χ1, χ2, η, ν) be a YD-block for K. Let Vχ1,χ2
g1,g2 (η, ν) be the vector space with a basis

(xi)i∈I2 , with action and coaction of K given by

k · x1 = χ1(k)x1, k · x2 = χ2(k)x2 + η(k)x1, k ∈ K,

δ(x1) = g1 ⊗ x1, δ(x2) = ν ⊗ x1 + g2 ⊗ x2.

Proposition 3.7.

(i) Vχ1,χ2
g1,g2 (η, ν) ∈ K

KYD; it is decomposable in K
KYD iff

η = a(χ1 − χ2) and ν = a(g1 − g2) for some a ∈ k.

(ii) Let V ∈ K
KYD not simple with dimV = 2. Then V ≃ Vχ1,χ2

g1,g2 (η, ν) for some YD-block
(g1, g2, χ1, χ2, η, ν).

Proof. Left to the reader. ■

3.2 Pale blocks over abelian groups

Let Γ be an abelian group.

3.2.1 Recollections

Given V = ⊕g∈ΓVg ∈ kΓ
kΓYD, dimV <∞, we set

V λ
g := ker(g − λ id)|Vg

⊆ V (λ)
g :=

⋃
n∈N

ker(g − λ id)n|Vg
, λ ∈ k×.

Then V =
⊕

g∈Γ,
λ∈k×

V
(λ)
g is a direct sum in kΓ

kΓYD, hence

c
(
V (λ)
g ⊗ V

(µ)
h

)
= V

(µ)
h ⊗ V (λ)

g , g, h ∈ Γ, λ, µ ∈ k×.

Lemma 3.8 ([6, Lemma 8.1.1]). Assume that GK-dimB(Vg) <∞. Then

(a) If λ ∈ k×, λ /∈ G2 ∪G3, then V λ
g = V

(λ)
g has dimension ≤ 1.

(b) If λ ∈ G′
3, then V λ

g = V
(λ)
g has dimension ≤ 2.

(c) If V 1
g ̸= 0, then either Vg = V 1

g (i.e., g acts trivially on Vg) or else Vg has dimension 2
and g acts by a Jordan block.

(d) If V −1
g ̸= 0, then either V

(−1)
g = V −1

g or else V
(−1)
g has dimension 2 and g acts by a Jordan

block.

Corollary 3.9. Let V ∈ kΓ
kΓYD be indecomposable, thus V = V

(λ)
g for some g ∈ Γ, λ ∈ k×.

Then GK-dimB(V ) <∞ iff either of the following holds:

(a) V is simple, i.e., dimV = 1, or

(b) dimV = 2, g acts by a Jordan block where λ = ±1, or
(c) dimV = 2, g acts by λ id where λ ∈ G′

3, or

(d) dimV ≥ 2, g acts by λ id where λ = ±1.

Clearly, V is indecomposable as braided vector space only in cases (a) and (b), thus V is
a pale block in cases (c) and (d).
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3.2.2 Diagonal type

Let V ∈ kΓ
kΓYD be semisimple, dimV = θ ∈ N; then V has a basis (xi)i∈Iθ such that xi ∈ Vgi

and g · xi = χi(g)xi for some gi ∈ Γ and χi ∈ Γ̂, for all i ∈ Iθ. Hence the braiding is given by
c(xi ⊗ xj) = qijxj ⊗ xi, i, j ∈ Iθ. Such braided vector spaces are called of diagonal type and
have been studied intensively, see [1, 4, 10, 16] and their references. The Dynkin diagram of
the braided vector space defined by the matrix (qij)i,j∈Iθ has θ vertices, the i-th vertex labeled
by qii; and one edge between i and j ̸= i labeled by q̃ij = qijqji (the edge is omitted when
q̃ij = 1).

3.2.3 Pale braidings of rank 3

Let q ∈ k×. As in [6], we name the braided vector spaces with braiding (1.2) with q11 = −1,
cf. Theorem 1.3, as follows:

� E±(q), when q12 = q = q−1
21 , q22 = ±1;

� E⋆(q), when q22 = −1, q12 = q, q21 = −q−1.

The Nichols algebras B(E±(q)) and B(E⋆(q)) are called the Endymion algebras of rank 3.
In the next proposition, x 3

2
2 := x 3

2
x2 − q12x2x 3

2
.

Proposition 3.10 ([6, Propositions 8.1.6, 8.1.7 and 8.1.8]). The Endymion algebras are gener-
ated by x1, x 3

2
, x2 with defining relations and PBW-basis as follows:

(a) The relations of B(E+(q)) are

x21 = 0, x23
2

= 0, x1x 3
2
= −x 3

2
x1, (3.3)

x1x2 = q12x2x1, (3.4)

x23
2
2
= 0, x2x 3

2
2 = q21x 3

2
2x2. (3.5)

A PBW-basis is
{
xm1
1 x

m 3
2

3
2

xm2
2 xn1

3
2
2
: m1,m 3

2
, n1 ∈ {0, 1}, m2 ∈ N0

}
.

(b) The relations of B(E−(q)) are (3.3), (3.4) and

x22 = 0, x2x 3
2
2 = −q21x 3

2
2x2. (3.6)

A PBW-basis is
{
xm1
1 x

m 3
2

3
2

xm2
2 xn1

3
2
2
: m1,m 3

2
,m2 ∈ {0, 1}, n1 ∈ N0

}
.

(c) The relations of B(E⋆(q)) are (3.3),

x22 = 0, x212 = 0, x23
2
12

= 0,

x 3
2

[
x 3

2
2, x12

]
c
− q212

[
x 3

2
2, x12

]
c
x 3

2
= q12x12x 3

2
12.

A PBW-basis consists of monomials xm1
3
2

x
m 3

2
3
2
2
xm2

3
2
12

[
x 3

2
2, x12

]n1

c
xm5
1 xm6

12 xm7
2 , where m 3

2
, n1 ∈ N0

and m1,m2,m5,m6,m7 ∈ {0, 1}.
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3.2.4 Assumptions

We fix for the rest of the paper the following setting.

Hypothesis 3.11. V = ⊕i∈IθVi ∈ kΓ
kΓYD that satisfies

� dimV <∞, dimV1 ≥ dimV2 ≥ · · · ≥ dimVθ,

� Vi ∈ kΓ
kΓYD is indecomposable for i ∈ Iθ and

� Hypothesis 1.4, i.e.,

(I) V ∈ P,

(II) supV generates Γ,

(III) V is connected.

As remarked, θ ≥ 2. Observe that recursive arguments need care with condition (II). Since Vi

is indecomposable, it is homogeneous of degree gi ∈ Γ, and gi acts on Vj with generalized
eigenvalue qij for any i, j ∈ Iθ.

3.2.5 Terminology and graphical description

We attach a diagram to (some of) those V as in Hypothesis 3.11 extending the graphical de-
scription of [6].

� By (I), at least one Vi is a pale block; we assume that the pale Vi’s are V1, . . . , Vs, s ∈ Iθ. A
pale block Vi ⊆ V −1

gi of dimension 2, respectively n ≥ 3, is depicted by
i
, respectively n

i
.

These are the only pale blocks we need to consider, cf. Theorem 1.3.

� By assumption there exists t ∈ Iθ such that the Vi’s of dimension 1 correspond to i ∈ It+1,θ;

these are called points and depicted as
qii•
i
.

� A block V(ϵ, 2) is depicted as ⊞ if ϵ = 1, respectively ⊟ if ϵ = −1; no other blocks are
considered, cf. Theorem 1.2. They belong to the interval Is+1,t.

� When i ̸= j ∈ It+1,θ and qijqji ̸= 1, we draw an edge between them decorated by q̃ij :=
qijqji, as in Section 3.2.2.

� Let Vi be a pale block of dimension 2 and let Vj be a point. Then there is a suitable basis{
xi, x 2i+1

2

}
of Vi and aj ∈ k such that for k, ℓ ∈

{
i, 2i+1

2 , j
}

c(xk ⊗ xℓ) =

 −xi ⊗ xi −x 2i+1
2
⊗ xi qijxj ⊗ xi

−xi ⊗ x 2i+1
2

−x 2i+1
2
⊗ x 2i+1

2
qijxj ⊗ x 2i+1

2

qjixi ⊗ xj qji
(
x 2i+1

2
+ ajxi

)
⊗ xj qjjxj ⊗ xj

.

If q̃ij = 1 and qjj = ±1, then a dotted line labeled by aj is drawn between i and j, i.e.,

i

aj ±1•
j
. Here Vi ⊕ Vj ≃ E±(q) if aj ̸= 0.

If q̃ij = −1 and qjj = −1, then we draw and edge labeled by aj between i and j, i.e.,

i

aj −1•
j
. Note that Vi ⊕ Vj ≃ E⋆(q) if aj ̸= 0.

� Let Vi be a pale block, dimVi = 3, and let Vj be a point. When q̃ij = 1 and qjj = ±1,
respectively qjj = −1 = q̃ij we join i and j by a dotted line, respectively a line; i.e.,

3
i

±1•
j
, 3

i

−1•
j
.
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The Nichols algebras B(V ) when V has just one pale block and points (that is, s = t = 1)
are informally called Endymion algebras; and when V has only pale blocks and blocks (that is,
t = θ), they are called Selene algebras.

4 A point and a pale block of dimension 3

In this section, we assume Hypothesis 3.11 with θ = 2, dimV1 = 3 and dimV2 = 1. For simplicity
set U = V1, W = V2, g = g1, h = g2, q11 = λ1, q22 = λ2. By Corollary 3.9, U = U q11

g and
q11 = ±1. As U is indecomposable and Γ = ⟨g, h⟩, h must act as a Jordan block on U with
eigenvalue q21 ∈ k×; thus g ̸= h and U = Vg. Fix a basis

{
x1, x2, x3

}
of U such that h|U is

given in this basis by the block

(
q21 q21 0
0 q21 q21
0 0 q21

)
. Let {x4} be a basis of W , so that g · x4 = q12x4,

h · x4 = q22x4 where q12, q22 ∈ k×. As usual q̃12 := q12q21.
Let q ∈ k×. Let E3,±(q) denote the braided vector space V as above with

q11 = −1, q22 = ±1, q12 = q = q−1
21 .

In this section, we prove:

Theorem 4.1. The Nichols algebra B(V ) has finite GK-dim if and only if V ≃ E3,+(q) or
E3,−(q) for some q ∈ k×.

The proof of the Theorem goes as follows. First, the Nichols algebras B(E3,±(q)) have finite
GK-dim by Theorems 4.4 and 4.5. Second, let V be as above. By Theorem 1.3 applied to the
subspace ⟨x1, x2, x4⟩, we have

Lemma 4.2. If GK-dimB(V ) <∞, then q11 = −1 and either

(i) q̃12 = 1 and q22 ∈
{
1,−1

}
, or else

(ii) q̃12 = −1 and q22 = −1.

To conclude the proof, we discard the possibility (ii):

Proposition 4.3. If q̃12 = −1, then GK-dimB(V ) =∞.

Proof. Let K1 = adc(B(W ))(U). We shall prove that GK-dimB
(
K1

)
= ∞. Set x0 := 0 and

zi = adc(x4)(xi) ∈ K1, that is

zi = x4xi − q21(xi + xi−1)x4, i ∈ I3. (4.1)

Let (∂i)i∈I4 be the skew-derivations associated to the basis (xi)i∈I4 . Since q22 = −1, we have
x24 = 0. Then

∂i(zj) =


2x4 if j = i,

x4 if j = i+ 1,

0 otherwise,

i ∈ I3.

Thus {z1, z2, z3} is linearly independent. Let H = B(V )#kΓ. Then

∆H(zi) = zi ⊗ 1 + 2x4g ⊗ xi + x4g ⊗ xi−1 + gh⊗ zi, i ∈ I3.

Using δ = (πB(W )#kΓ ⊗ id)∆H , we see that

δ(zi) = x4g ⊗ (2xi + xi−1) + gh⊗ zi, i ∈ I3.
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Hence for every y ∈ K1 and i ∈ I3

c(zi ⊗ y) = adc(x4)(g · y)⊗ (2xi + xi−1) + (gh · y)⊗ zi.

Let Z be the braided subspace of K1 generated by
{
z1, z2, z3

}
. Then

(c(zi ⊗ zj))i,j∈I3 =

−z1 ⊗ z1 −(z2 + z1)⊗ z1 −(z3 + z2)⊗ z1
−z1 ⊗ z2 −(z2 + z1)⊗ z2 −(z3 + z2)⊗ z2
−z1 ⊗ z3 −(z2 + z1)⊗ z3 −(z3 + z2)⊗ z3

.

Hence Z is isomorphic to V(−1, 3) and Theorem 1.2 applies. ■

4.1 The algebra B(E3,−(q))

To state our result, we need the elements

zi = x4xi − q21(xi + xi−1)x4, w = z2x3 + q21(x3 + x2)z2,

recall the notation (4.1). By a direct computation, one has

∂i(zj) = −δj,i+1x4, ∂1(w) = z3, ∂2(w) = −z2, ∂3(w) = ∂4(w) = 0.

Theorem 4.4. The algebra B(E3,−(q)) is presented by generators x1, x2, x3, x4 with defining
relations

x2i = 0, xixj = −xjxi, i ̸= j ∈ I3, (4.2)

x24 = 0, x1x4 = q12x4x1, (4.3)

z3z2 − z2z3 +
1
2z

2
2 = 0, (4.4)

z2w + q21wz2 = 0. (4.5)

The monomials

xm1
1 xm2

2 xm3
3 wpzn2

2 zn3
3 xm4

4 mi, p ∈ {0, 1}, nj ∈ N0, (4.6)

form a PBW-basis of B(E3,−(q)). Hence GK-dimB(E3,−(q)) = 2.

Proof. Let B be the algebra with the desired presentation. We claim that there is a surjective
map π : B → B(E3,−(q)). Indeed, the relations (4.2) and (4.3) hold in B(E3,−(q)) because
the braiding of ⟨x1, x2, x3⟩ is minus the flip and ⟨x1, x2, x4⟩ ≃ E−(q) as braided vector spaces.
We check that (4.4) holds using skew-derivations: indeed ∂3 and ∂4 annihilate the left side since
they kill z2 and z3, while for ∂1 and ∂2 we use (4.7). Similarly, (4.5) holds since ∂3 and ∂4
annihilate z2 and w, while for ∂1 and ∂2 we use (4.8).

To prove that π is surjective, we observe that if B̃ is an algebra and x1, x2, x3, x4 ∈ B̃
satisfy(4.2) and (4.3), then x1 q-commutes with z2, z3 and w, and the following relations also
hold:

z2x2 = −q21(x2 + x1)z2,

z3x2 = −w − q21(x2 + x1)z3, x4z2 = −q21z2x4,
z3x3 = −q21(x3 + x2)z3, x4z3 = −q21(z3 + z2)x4,

wx2 = q21(x2 + x1)w, wx3 = q21(x3 + x2)w.

(4.7)

If in addition, (4.4) holds in B̃, then the following holds:

x4w = −q221wx4 +
q21
2
z22 . (4.8)
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Finally, if (4.4) and (4.5) hold in B̃, then the following also holds:

z3w = −q21wz3, w2 = 0. (4.9)

From the defining relations, the definitions of z2, z3 and w, (4.7), (4.8) and (4.9) we see that
the monomials (4.6) generate B and a fortiori B(E3,−(q)). Next we prove that they are linearly
independent. Suppose on the contrary that there exists a non-trivial linear combination S of
these elements: we may assume that S is homogeneous of minimal degree. As

∂4
(
xm1
1 xm2

2 xm3
3 wpzn3

3 zn2
2 xm4

4

)
= δm4,1x

m1
1 xm2

2 xm3
3 wpzn3

3 zn2
2 ,

all the elements in S with non-zero coefficient have m4 = 0 by the minimality of the degree.
Analogously, n2 = n3 = p = 0 since

∂4∂1
(
xm1
1 xm2

2 xm3
3 wpzn3

3 zn2
2

)
= −n2x

m1
1 xm2

2 xm3
3 wpzn3

3 zn2−1
2 ,

(∂4∂1)
n3−1∂4∂2

(
xm1
1 xm2

2 xm3
3 wpzn3

3

)
= (−1)n3n3!x

m1
1 xm2

2 xm3
3 wp,

∂4∂1∂2
(
xm1
1 xm2

2 xm3
3 wp

)
= δp,1x

m1
1 xm2

2 xm3
3 .

Hence S is a non-trivial linear combination of xm1
1 xm2

2 xm3
3 , mi ∈ {0, 1}, and we get a contradic-

tion. Thus the monomials (4.6) are linearly independent in B(E3,−(q)) so they form a basis of
B(E3,−(q)); hence B ≃ B(E3,−(q)). ■

4.2 The algebra B(E3,+(q))

We need the elements

x4j = (adc x4)xj , j = 2, 3,

x443 = (adc x4)
2x3,

v = [x42, x3]c = x42x3 + q21(x3 + x2)x42,

u = [x43, x42]c = x43x42 + x42x43,

w = [x43, v]c = x43v− q21vx43.

Observe that ∂3(v) = ∂3(u) = ∂3(w) = 0,

∂1(x42) = −x4, ∂2(x43) = −x4, ∂1(x443) = x24, (4.10)

∂1(v) = x43, ∂1(u) = q12x443 + x42x4, ∂1(w) = 2x243, (4.11)

∂2(v) = −x42, ∂2(u) = 0, ∂2(w) = −2u. (4.12)

and all the other skew-derivations annihilate x42, x43, x443.

Theorem 4.5. The algebra B(E3,+(q)) is presented by generators x1, x2, x3, x4 with defining
relations

xixj = −xjxi, x2i = 0, i ̸= j ∈ I3, (4.13)

x4x1 = q21x1x4, x4x42 = q21x42x4, x4x443 = q21x443x4, (4.14)

x443x42 + q21x42x443 = 0, (4.15)

x443x43 + q21(x43 + 2x42)x443 = 0, (4.16)

x4w− q321wx4 + 2q221x42u = 0, (4.17)

x43u− ux43 + x42u = 0, (4.18)

x42w+ q21wx42 = 0, (4.19)
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x43w+ q21wx43 = 0. (4.20)

The monomials

xm1
1 xm2

2 xm3
3 vp1xp242w

p3up4xp543x
p6
443x

p7
4 , mi, p2, p3, p6 ∈ {0, 1}, p1, p4, p5, p7 ∈ N0, (4.21)

form a PBW-basis of B(E3,+(q)). Hence GK-dimB(E3,+(q)) = 4.

Proof. As before, let K1 = adc(B(W ))(U). Set

zi,j := (adc x4)
jxi, i ∈ I3, j ∈ N0;

clearly, K1 is spanned by the zi,j with i ∈ I3, j ∈ N0. Observe that

g · zi,j = −qj12zi,j , h · zi,j = q21(zi,j + zi−1,j).

Step 1. The set Z := {zi,j : i ∈ I3, j ∈ I0,i−1} is a basis of K1.

Proof of Step 1. We prove by induction on j that

∂k(zi,j) = δk,i−j(−1)jxj4, i, k ∈ I3, j ∈ N0. (4.22)

If j = 0, then zi,0 = xi and the claim follows. Next if (4.22) holds for j, then

∂k(zi,j+1) = ∂k(x4zi,j − q21(zi,j + zi−1,j)x4) = x4∂k(zi,j)− q21∂k(zi,j + zi−1,j)g · x4.

If k ̸= i− j, i− j − 1, then ∂k(zi,j+1) = 0 by inductive hypothesis. Also,

∂i−j(zi,j+1) = x4∂i−j(zi,j)− ∂i−j(zi,j)x4 = 0,

∂i−j−1(zi,j+1) = −∂i−j−1(zi−1,j)x4 = −(−1)jxj4x4 = (−1)j+1xj+1
4 .

Also, ∂4(zi,j) = 0 for all i ∈ I3, j ∈ N0. Therefore, ∂k(zi,i) = 0 for all k ∈ I4, so zi,i = 0. Then
zi,j = 0 for all j ≥ i and K1 is spanned by Z. It remains to prove that Z is linearly independent.
As zi,j has degree j+1 in B(V ), it suffices to prove that {zi,j : j < i ≤ 3} is linearly independent
for j ∈ I0,2. This follows from (4.22) and the fact that xk4 ̸= 0 for all k ∈ N0. ■

Step 2. The coaction on K1 satisfies

δ(zi,j) =

j∑
t=0

(−1)t
(
j

t

)
xt4h

j−tg ⊗ zi−t,j−t, i ∈ I3, j ∈ I0,i−1.

Proof of Step 2. We proceed inductively. If j = 0, then δ(zi,0) = δ(xi) = g ⊗ xi = g ⊗ zi,0.
Assume that (4.22) holds for j. Then

δ(zi,j+1) = (πB(W )#kΓ ⊗ id)∆H

(
x4zi,j − q21(zi,j + zi−1,j)x4

)
= (x4 ⊗ 1 + h⊗ x4)δ(zi,j)− q21δ(zi,j + zi−1,j)(x4 ⊗ 1 + h⊗ x4)

=

j∑
t=0

(−1)t
(
j

t

)
xt+1
4 hj−tg ⊗ zi−t,j−t + xt4h

j+1−tg ⊗ x4zi−t,j−t

− q21

j∑
t=0

(−1)t
(
j

t

)
xt4h

j−tgx4 ⊗ (zi−t,j−t + zi−t−1,j−t)

− q21

j∑
t=0

(−1)t
(
j

t

)
xt4h

j+1−tg ⊗ (zi−t,j−t + zi−t−1,j−t)x4
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= −
j∑

t=0

(−1)t
(
j

t

)
(xt+1

4 hj−tg ⊗ zi−t−1,j−t − xt4h
j+1−tg ⊗ zi−t,j−t+1)

= (−1)j+1xj+1
4 g ⊗ zi−j−1,0 +

j∑
t=1

(−1)t
(
j + 1

t

)
xt4h

j+1−tg ⊗ zi−t,j+1−t

+ hj+1g ⊗ zi,j+1,

and the inductive step follows. ■

Step 3. If B̃ is an algebra and xi ∈ B̃, i ∈ I4, satisfy (4.13) and (4.14), then

x4jxj = −q21(xj + xj−1)x4j , (4.23)

x43x2 = −v− q21(x2 + x1)x43, (4.24)

x242 = 0, (4.25)

x4v = q221vx4 + q21u, (4.26)

vxj = q21(xj + xj−1)v, (4.27)

x443x3 = −q221(x3 + 2x2 + x1)x443 − 2q21x
2
43 − 2q21x42x43, (4.28)

x443x2 = −q221(x2 + 2x1)x443 − 2q21u, (4.29)

x42v = q21vx42, (4.30)

ux2 = q221(x2 + 2x1)u, (4.31)

ux3 = w+ q21vx42 + q221(x3 + 2x2 + x1)u, (4.32)

ux42 = x42u. (4.33)

Proof of Step 3. Argue recursively on the degree of the relations. ■

Let B be the algebra with the desired presentation.

Step 4. There is a surjective map π : B → B(E3,+(q)).

Proof of Step 4. Arguing as in the proof of Theorem 4.4, we see that the relations (4.13) and
(4.14) hold in B(E3,+(q)). Using (4.10) and (4.14), we compute

∂1(x443x42 + q21x42x443) = −x443x4 − q12x
2
4x42 + q21x42x

2
4 + q12x4x443 = 0,

∂1(x443x43 + q21(x43 + 2x42)x443) = −q12x24x43 + 2q12x4x443 + q21(x43 + 2x42)x
2
4

= −2x443x4 − q21(x43 + 2x42)x
2
4 + 2x443x4 + q21(x43 + 2x42)x

2
4 = 0,

∂2(x443x43 + q21(x43 + 2x42)x443) = −x443x4 − q12x4x443 = 0.

Since ∂i(x42) = ∂i(x443) = 0 for i ∈ I2,4, we conclude that (4.15) holds in B(E3,+(q)). Similarly,
∂i(x43) = ∂i(x42) = ∂i(x443) = 0 for i ∈ I3,4, and (4.16) holds in B(E3,+(q)). For the remaining
relations, we first check that

x4u = q221ux4, (4.34)

x2443 = 0, (4.35)

x443u = 2q221ux443. (4.36)

Indeed for (4.35) we use (4.23), (4.14), (4.15) and (4.16):

x2443 = x443(x4x43 − q21(x43 + x42)x4) = −x2443 − 2(x4x42 − q21x42x4)x443 = −x2443,
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so x2443 = 0. Now, by (4.29), 2u = −q12x443x2 − q21(x2 + 2x1)x443, hence

2x443u = −q12x2443x2 − q21x443(x2 + 2x1)x443 = −q21x443(x2 + 2x1)x443

= −q21(−2q21u− q221(x2 + 4x1)x443)x443 = 2q221ux443,

and (4.36) follows. For (4.34), we use (4.14), (4.25) and (4.15):

x4u = (x443 + q21(x43 + x42)x4)x42 + q21x42(x443 + q21(x43 + x42)x4)

= q221(x43 + x42)x42x4 + q221x42(x43 + x42)x4 = q221ux4.

Next we evaluate appropriately the skew-derivations:

∂1(x43u− ux43) = x43(q12x443 + x42x4) + q12(q12x443 + x42x4)x43

= q12x43x443 + (u− x42x43)x4 − q12(x43 + 2x42)x443

+ q12x42(x443 + q21(x43 + x42)x4) = ux4 − q12x42x443,

∂1(x4w− q321wx4) = 2(x443 + q21(x43 + x42)x4)x43 − 2q321q12x
2
43x4

= −2q21(x43 + 2x42)x443 + 2q21(x43 + x42)x443 + 2q221(x43 + x42)
2x4

− 2q321q12x
2
43x4 = 2q221ux4 − 2q21x42x443,

∂1(x42u) = −q212x4u+ x42(q12x443 + x42x4) = −ux4 + q12x42x443,

∂2
(
x4w− q321wx4

)
= 2x4u− q321q12ux4 = 0,

∂2(x43u− ux43) = −q212x4u+ ux4 = 0 = ∂2(x42u).

Then (4.17) and (4.18) hold since ∂3 and ∂4 annihilate both sides. Now

∂1(x42w+ q21wx42) = q212x4w− q21wx4 + 2x42x
2
43 − 2q21q12x

2
43x42

= q212
(
q321wx4 + 2q221y

)
− q21wx4 + 2x42x

2
43 − 2x43(u− x42x43)

= 2y+ 2x42x
2
43 − 2(y+ ux43) + 2(u− x42x43)x43 = 0,

∂2(x42w+ q21wx42) = −2x42u+ 2q12q21ux42 = 0,

∂1(x43w+ q21wx43) = 2x243 − 2q12q21x
2
43 = 0,

∂2(x43w+ q21wx43) = q212x4w− 2x43u+ 2q21q12ux43 − q21wx4 = 0,

so (4.19) and (4.20) also hold. ■

To prove that π is bijective and that (4.21) is a basis we need the following.

Step 5. The following relations hold in B:

wx2 = −q221(x2 + 2x1)w, wx3 = −q221(x3 + 2x2 + x1)w− q21v
2,

x443v = q321vx443 − 2q221x42u, uv = q221vu,

uw = q221wu, wv = q21vw,

x443w = q421wx443, w2 = 0.

Proof of Step 5. Use Step 3 and proceed recursively on the degree. ■

We now finish the proof of Theorem 4.5. By the defining relations and those in Steps 3 and 5,
we see that the monomials (4.21) generate B and a fortiori B(E3,+(q)). Next we prove that
the monomials (4.21) are linearly independent in B(E3,+(q)). By direct computations,

∂4
(
xm1
1 xm2

2 xm3
3 vp1wp2xp343u

p4xp542x
p6
443x

p7
4

)
= p7x

m1
1 xm2

2 xm3
3 vp1wp2xp343u

p4xp542x
p6
443x

p7−1
4 ,
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∂2
4∂1

(
xm1
1 xm2

2 xm3
3 vp1wp2xp343u

p4xp542x
p6
443

)
= 2p6x

m1
1 xm2

2 xm3
3 vp1wp2xp343u

p4xp542,

∂4∂1
(
xm1
1 xm2

2 xm3
3 vp1wp2xp343u

p4x42
)
= −xm1

1 xm2
2 xm3

3 vp1wp2xp343u
p4 ,

∂2
4∂

2
1

(
xm1
1 xm2

2 xm3
3 vp1wp2xp343u

p4
)
= 4p4x

m1
1 xm2

2 xm3
3 vp1wp2xp343u

p4−1,

(∂4∂1)
2k∂4∂2

(
xm1
1 xm2

2 xm3
3 vp1wp2x2k+1

43

)
= (−1)kk!(k + 1)!xm1

1 xm2
2 xm3

3 vp1wp2 ,

(∂4∂1)
2k−1∂4∂2

(
xm1
1 xm2

2 xm3
3 vp1wp2x2k43

)
= (−1)k(k!)2xm1

1 xm2
2 xm3

3 vp1wp2 ,

∂2
4∂

2
1∂2

(
xm1
1 xm2

2 xm3
3 vp1wp2

)
= −8q12p2xm1

1 xm2
2 xm3

3 vp1 ,

∂4∂1∂2
(
xm1
1 xm2

2 xm3
3 vp1

)
= p1x

m1
1 xm2

2 xm3
3 .

The claim is established by a recursive argument as for B(E3,−(q)). Thus (4.21) is a basis of
B(E3,+(q)) and B ≃ B(E3,+(q)). ■

5 Two points and a pale block of dimension 2

5.1 Notations and the main result

In this section, we assume Hypothesis 3.11 with θ = 3, dimV1 = 2 and dimV2 = dimV3 = 1.
Let gi ∈ Γ be such that Vi is homogeneous of degree gi, for i ∈ I3. Let

{
x1, x 3

2

}
be a basis of V1

and let {xi} be a basis of Vi, i = 2, 3. Then

� If i ∈ I3 and j = 2, 3, then there exists qij ∈ k× such that gi · xj = qijxj .

� Since V ∈ P and V1 is indecomposable, g1 acts on V1 by q11 id, q11 ∈ k×.

� Since V1 is indecomposable, there exists j ∈ {2, 3} such that gj acts on V1 by a Jordan
block. We assume that j = 2 and that g2 acts in the basis

{
x1, x 3

2

}
by

( q21 q21
0 q21

)
, q21 ∈ k×.

Set a2 := 1.

� Since the action of g3 on V1 commutes with that of g2, it is given in the basis
{
x1, x 3

2

}
by( q31 q31a

0 q31

)
, for some q31 ∈ k×, a ∈ k. Set a3 := a.

Thus the braiding of V is determined by the matrix q = (qij)i,j∈I3 with entries in k× and the
scalar a. Explicitly, the braiding is

c(xk ⊗ xℓ) = qkℓxℓ ⊗ xk,

(c(xi ⊗ xj))i,j∈{1, 3
2
,k} =

q11x1 ⊗ x1 q11x 3
2
⊗ x1 q1kxk ⊗ x1

q11x1 ⊗ x 3
2

q11x 3
2
⊗ x 3

2
q1kxk ⊗ x 3

2

qk1x1 ⊗ xk qk1(x 3
2
+ akx1)⊗ xk qkkxk ⊗ xk

,

k, ℓ = 2, 3. We give a notation in some special cases. Fix q† = (q12, q13, q23) such that qij ∈ k×
for all i < j and a ∈ k. We have the braided vector spaces

� Eµ,ν

(
q†, a

)
, µ, ν ∈ {±}, where a ̸= 0 and q is determined by

q11 = −1, qijqji = 1, i < j ∈ I3, q22 = µ1, q33 = ν1.

� E⋆,∞
(
q†
)
, where a = 0 and q is determined by

q11 = q33 = −1, q31 = −q−1
13 , q22 = 1, q21 = q−1

12 , q32 = q−1
23 . (5.1)
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The diagrams of Eµ,ν

(
q†, a

)
and E⋆,∞

(
q†
)
are respectively

ν•
3

a

1

µ
•
2
,

−1•
3

0

1

1•
2
.

In this section, we prove:

Theorem 5.1. The Nichols algebra B(V ) has finite GK-dim if and only if there exists q† =
(q12, q13, q23) ∈ (k×)3 and a ∈ k× such that V ≃ Eµ,ν

(
q†, a

)
or E⋆,∞

(
q†
)
.

Here is the scheme of the proof of Theorem 5.1. We show in Theorems 5.2 and 5.5 that
B
(
Eµ,ν

(
q†, a

))
and B

(
E⋆,∞

(
q†
))

have finite GK-dim.
Assume that GK-dimB(V ) < ∞. By Theorem 1.3 applied to V1 ⊕ V2, q11 = −1 and either

q̃12 = 1 and q22 = ±1; or q22 = −1 = q̃12. If a ̸= 0, then by Theorem 1.3 applied to V1 ⊕ V3,
either q̃13 = 1 and q33 = ±1; or q33 = −1 = q̃13; but q̃13 could be ̸= ±1 if a = 0. We consider
four cases:

(I) q̃12 = q̃13 = 1;

(II) q̃12 = 1, q̃13 ̸= 1;

(III) q̃12 = −1, q̃13 = 1;

(IV) q̃12 = −1, q̃13 ̸= 1.

In case (I), we distinguish two subcases:

(a) q̃23 = 1, dealt with by Theorem 5.2,

(b) q̃23 ̸= 1; here GK-dimB(V ) =∞ by Proposition 5.3.

In case (II), by Lemma 5.4 we are reduced to q22 = q̃23 = 1, q33 = q̃13 = −1 and either a = 0
or a ̸= 0, dealt with by Theorem 5.5 and Proposition 5.6, respectively.

Finally, in cases (III) and (IV), GK-dimB(V ) =∞, or V belongs to case (II) after reindexing,
by Lemma 5.7 and Propositions 5.8 and 5.9.

5.2 Case (I)

In this subsection, we assume that q̃12 = q̃13 = 1.

5.2.1 Case (I)(a): q̃23 = 1

Here a ̸= 0 because of Hypothesis 1.4(III), or the vertex 3 would be disconnected. Thus q22 = ±1,
q33 = ±1. All four posibilities give rise to Nichols algebras with finite GK-dim. For convenience
we introduce

z = x 3
2
x2 − q12x2x 3

2
, w = x 3

2
x3 − q13x3x 3

2
.

Theorem 5.2. The algebras B
(
Eµ,ν

(
q†, a

))
are generated by x1, x 3

2
, x2, x3 with defining rela-

tions and PBW-basis as follows:

(a) The relations of B
(
E+,+

(
q†, a

))
are (3.3), (3.4), (3.5),

x1x3 = q13x3x1, (5.2)

w2 = 0, x3w = q31wx3, (5.3)

x2x3
♦
= q23x3x2, x3z

⋄
= q32q31zx3. (5.4)

A PBW-basis is formed by the monomials (5.7).
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(b) The relations of B
(
E+,−

(
q†, a

))
are (3.3), (3.4), (3.5), (5.2), (5.4) and

x23 = 0, x3w = −q31wx3. (5.5)

A PBW-basis is formed by the monomials

xm1
1 x

m 3
2

3
2

xm2
2 zn1xm3

3 wp3 : m1,m 3
2
,m2, p3 ∈ {0, 1}, n1,m3 ∈ N0.

(c) The relations of B(E−,+(q
†, a)) are (3.3), (3.4), (3.6), (5.2), (5.3) and (5.4). A PBW-basis

is formed by the monomials

xm1
1 x

m 3
2

3
2

xm2
2 zn1xm3

3 wp3 : m1,m 3
2
, n1,m3 ∈ {0, 1}, m2, p3 ∈ N0.

(d) The relations of B
(
E−,−

(
q†, a

))
are (3.3), (3.4), (3.6), (5.2), (5.4) and (5.5). A PBW-

basis is formed by the monomials

xm1
1 x

m 3
2

3
2

xm2
2 zn1xm3

3 wp3 : m1,m 3
2
,m2,m3 ∈ {0, 1}, n1, p3 ∈ N0.

Hence GK-dimB
(
Eµ,ν

(
q†, a

))
= 2 for all µ, ν ∈ {±}.

Proof. We prove the claim for B(E+,+) := B
(
E+,+

(
q†, a

))
; for the other algebras is sim-

ilar. The relations (3.3), (3.4), (3.5) hold in B
(
E+,+

(
q†, a

))
because the braided subspace

⟨x1, x 3
2
, x2⟩ ≃ E+(q12), while (5.2), (5.3) hold because ⟨x1, x 3

2
, x3⟩ ≃ E+(q13) and in both cases

Proposition 3.10 applies. The relation (5.4)♦ holds because ⟨x1, x3⟩ generates a quantum plane
and ⋄ is verified using derivations. Thus we have a surjective map B → B(E+,+), where B is
the algebra with the claimed presentation.

From the defining relations, we deduce

x1z
∗
= −q12zx1, x 3

2
z

∗
= −q12zx 3

2
, x1w

∗
= −q13wx1,

x 3
2
w

∗
= −q13wx 3

2
, wz

◦
= −q32q31q12zw, x2w

•
= q23q21wx2.

(5.6)

Indeed the verification of ∗ is direct and ◦ follows from them and (5.3). In turn • follows
from (5.4)⋄. Using the defining relations, the definitions of z and w and the relations (5.6), we
see that the monomials

xm1
1 x

m 3
2

3
2

xm2
2 zn1xm3

3 wp3 : m1,m 3
2
, n1, p3 ∈ {0, 1}, m2,m3 ∈ N0 (5.7)

generate B and a fortiori B(E+,+). The monomials xm1
1 x

m 3
2

3
2

xm2
2 zn1 , respectively xm3

3 wp3 , are

linearly independent in B(E+,+) because

B(E+(q12)) ≃ k⟨x1, x 3
2
, x2⟩ ↪→ B(E+,+)←↩ k⟨x1, x 3

2
, x3⟩ ≃ B(E+(q13)).

The decomposition V = (V1⊕V2)⊕V3 induces a linear isomorphism B(E+,+) ≃ B(E+(q12))⊗K
and x3, w ∈ K = B (adc(B(E+(q12)))(V3)), hence we conclude that the monomials (5.7) form
a basis of B

(
E+,+

(
q†, a

))
. Finally, the ordered monomials (5.7) define an ascending algebra

filtration whose associated graded algebra is a (truncated) quantum polynomial algebra. Hence
GK-dimB

(
E+,+

(
q†, a

))
= 2. ■
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5.2.2 Case (I)(b): q̃23 ̸= 1

Recall that q̃12 = q̃13 = 1.

Proposition 5.3. GK-dimB(V ) =∞.

Proof. We check that x2, x3, z ∈ K1 = adc(B(V1))(⟨x2, x3⟩) are linearly independent using
skew-derivations. We show that they span a braided subspace W of diagonal type. First, we
have

∆H(xj) = xj ⊗ 1 + gj ⊗ xj , j = 2, 3,

∆H(z) = z ⊗ 1− x1g2 ⊗ x2 + g1g2 ⊗ z.

Therefore, δ(xj) = gj ⊗ xj , j = 2, 3, δ(z) = −x1g2 ⊗ x2 + g1g2 ⊗ z. Thus

c(xj ⊗ y) = gj · y ⊗ xj , j = 2, 3,

c(z ⊗ y) = − adc(x1)(g2 · y)⊗ x2 + g1g2 · y ⊗ z

for every y ∈ K1. Hence W is a braided vector subspace of K1 with braiding given in the basis
{y1 = x2, y2 = x3, y3 = z} by

(c(yi ⊗ yj))i,j∈I3 =

 q22x2 ⊗ x2 q23x3 ⊗ x2 q21q22z ⊗ x2
q32x2 ⊗ x3 q33x3 ⊗ x3 q31q32z ⊗ x2
q12q22x2 ⊗ z q13q23x3 ⊗ z −q22z ⊗ z,


which is of diagonal type with diagram

q22◦ q̃23 q33◦ q̃23 −q22◦ . Since q̃23 ̸= 1 and q22 ∈ {±1},
GK-dimB(W ) =∞ by [6, Lemma 2.3.7]. ■

5.3 Case (II)

In this subsection, we assume that q̃12 = 1, q̃13 ̸= 1. We set v = x1x3 − q13x3x1 which is ̸= 0 by
hypothesis.

Lemma 5.4. If GK-dimB(V ) is finite, then q22 = q̃23 = 1, q33 = q̃13 = −1.
Proof. Assume that q22 = 1. Then q̃23 = 1 by [6, Lemma 2.3.7] applied to ⟨x2, x3⟩. If a ̸= 0,
then q33 = −1 = q̃13 by Theorem 1.3. Next we assume a = 0: here, 0 ⊂ ⟨x1, x2, x3⟩ ⊂ V is
a flag of Yetter–Drinfeld submodules such that grV (the associated graded object in kG

kGYD)
is of diagonal type. By [6, Lemma 3.4.2 (b)], grB(V ) (the graded algebra associated to the
filtration induced by the one on V ) is a pre-Nichols algebra of grV . The class z of z in grB(V )
is primitive in grB(V ) since

∆(z) = z ⊗ 1− x1 ⊗ x2 + 1⊗ z

and z is non-zero by [6, Propositions 8.1.6 and 8.1.7]. Let H = grB(V )#kΓ: H is a pointed
Hopf algebra and the diagram of H is of diagonal type. Let W be the infinitesimal braiding
of H. In H, z has degree 2, x1, x 3

2
and x3 are linearly independent of degree 1 and

∆(z) = z ⊗ 1 + g1g2 ⊗ z, ∆(xi) = xi ⊗ 1 + g⌊i⌋ ⊗ xi,

(where ⌊i⌋ is the integral part of i) so z and the xi’s are linearly independent elements in W .
Computing the actions of the corresponding group-like elements on z and xi, we see that

−1◦
1

q̃13 q33◦
3

q̃13

q̃13 −1◦
z

−1◦
3
2
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is a subdiagram of the Dynkin diagram of W . By Theorem 1.1, we see that q33 = q̃13 = −1
by [16].

Assume that q22 = −1. We check that z, v ∈ K1 = adc(B(v))(⟨x2, x3⟩) are linearly indepen-
dent using skew-derivations. We show that they span a braided subspace W of diagonal type.
First, we have

∆H(z) = z ⊗ 1− x1g2 ⊗ x2 + g1g2 ⊗ z,

∆H(v) = v ⊗ 1 + 2x1g3 ⊗ x3 + g1g3 ⊗ v;

one therefore has

δ(z) = −x1g2 ⊗ x2 + g1g2 ⊗ z, δ(v) = 2x1g3 ⊗ x3 + g1g3 ⊗ v.

Consequently we have for every y ∈ K1

c(z ⊗ y) = − adc(x1)(g2 · y)⊗ x2 + g1g2 · y ⊗ z,

c(v ⊗ y) = 2 adc(x1)(g3 · y)⊗ x3 + g1g3 · y ⊗ v.

Hence W is a braided vector subspace of K1 with braiding in the basis {z, v} given by(
z ⊗ z −q13q21q23v ⊗ z

−q12q31q32z ⊗ v q33v ⊗ v

)
,

so is of diagonal type with diagram
1◦ q̃13q̃23 q33◦ . Assume that GK-dimB(W ) < ∞. Then

q̃13q̃23 = 1 by [6, Lemma 2.3.7]; thus q̃23 = q̃−1
13 ̸= 1. Again, 0 ⊂ ⟨x1, x2, x3⟩ ⊂ V is a flag of

Yetter–Drinfeld submodules such that grV is of diagonal type; its diagram is

−1◦
1

q̃13 q33◦
3

q̃13
q̃23

−1◦
2

−1◦
3
2

By [6, Lemma 3.4.2 (c)], GK-dimB(grV ) ≤ GK-dimB(V ). By Theorem 1.1, the unique open
case is q33 = q̃23 = q̃13 = −1, see [16].

Now we fix q33 = q̃23 = q̃13 = −1 and suppose that GK-dimB(V ) < ∞. Then grV is
a braided vector space of Cartan type D4, and the corresponding graded Hopf algebra B :=
grB(V ) is a pre-Nichols algebra of grV such that GK-dimB < ∞, see [6, Lemma 3.4.2 (b)].
Let yi be the class of xi in B,

y3 3
2
2 = adc y3

(
adc y 3

2
(y2)

)
, u = (adc x3)

(
adc x 3

2
(x2)

)
.

Notice that its class u in B is u = y3 3
2
2. Then u = 0 by [9, Lemma 5.8 (b)]. We claim that there

exist ai ∈ k such that

u = a1x132 + a2x2x13 + a3x32x1 + a4x3x13 + a5x13x1 + a6x2x32

+ a7x32x3 + a8x2x3x1. (5.8)

Indeed, u ∈ B(V )34 and the subspace ⟨x1, x2, x3⟩ is of Cartan type A3 with parameter −1, so
{x132, x2x13, x32x1, x3x13, x13x1, x2x32, x32x3, x2x3x1} is a basis of B(V )33. As ∂1(u)= ∂3(u)= 0,
we have that

0 = a3x32 − 2a5x3x1 + a5x13 + a8x2x3,

0 = 2a1x12 + 2a2x2x1 + a4(2x3x1 − q31x13) + a7(x32 − 2x2x3) + q31a8x2x1.
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As {x13, x32, x2x3, x2x1, x3x1} are linearly independent, we get a3 = a5 = a8 = 0 from the first
equality, and a1 = a2 = a4 = a7 = 0, so (5.8) reduces to u = a6x2x32. But applying ∂2, we get

q31x13 − 2x3x1 = −a6q32x32 + 2a6x2x3,

a contradiction. Hence GK-dimB(V ) =∞. ■

In the next subsections, we study two subcases of the situation left open in Lemma 5.4,
namely a = 0 and a ̸= 0.

5.3.1 Case (II), when the ghost is infinite

Here q22 = q̃23 = 1, q11 = q33 = q̃13 = −1, a = 0. To spell out our next result, we introduce

zℓmn := xℓ3
2

xm
3 3
2

xn
13 3

2

· x2, y := [z110, z001]c = z110z001 + z001z110. (5.9)

Theorem 5.5. The algebra B
(
E⋆,∞

(
q†
))

is generated by x1, x 3
2
, x2, x3 with defining relations

x 3
2
x1 + x1x 3

2
, x23

2

, x2
3 3
2

, x2
13 3

2

,

x13 3
2
x3 + q213x3x13 3

2
, x23, x213, x21,

(5.10)

x2x3 − q23x3x2, x1x2 − q12x2x1, x 3
2
2x2 − q12x2x 3

2
2, (5.11)

z2ℓmn, (ℓmn) ∈ {(010), (001), (101), (011)}, (5.12)

x 3
2
y− q212q

2
13yx 3

2
+ q12q13z001z101, (5.13)

z110y− yz110 + z001y. (5.14)

A PBW-basis is formed by the monomials

zm000
000 zm100

100 zm010
010 zm001

001 ymzm110
110 zm101

101 zm011
011 zm111

111 xa13
2

xa2
3 3
2

xa3
13 3

2

xa43 xa513x
a6
1 ,

ai,m100,m010,m001,m101,m011 ∈ {0, 1}, m000,m,m110,m111 ∈ N0. (5.15)

Hence GK-dimB
(
E⋆,∞

(
q†
))

= 4.

Proof. We proceed by steps.

Step 1. Note that V1 ⊕ V3 is of Cartan type A3 with parameter q = −1. Now the defining
relations of B(V1 ⊕ V3) are (5.10), see [4]. Thus these relations hold in B

(
E⋆,∞

(
q†
))
. Also the

following set is a PBW-basis of B(V1 ⊕ V3):

xa3
2

xb
3 3
2

xc
13 3

2

xd3x
e
13x

f
1 , a, b, c, d, e, f ∈ {0, 1}. (5.16)

Exchanging 1 and 3
2 we obtain another presentation and PBW-basis of B(V1⊕V3). We will use

both presentations and basis in the sequel.

Step 2. The subspace ⟨x2, x3⟩ is a quantum plane, and ⟨x1, x 3
2
, x2⟩ ≃ E+(q12). Hence the

relations (5.11) hold in B
(
E⋆,∞

(
q†
))
.

Step 3. B = {zℓmn|0 ≤ ℓ,m, n ≤ 1} is a basis of K1 := adc(B(V1 ⊕ V3))(V2).



22 N. Andruskiewitsch, I. Angiono and M. Moya Giusti

Proof of Steps 1, 2 and 3. The following formulas are easy to check:

g1 · zℓmn = (−1)ℓ+mq12q
m+n
13 zℓmn,

g3 · zℓmn = qℓ+m+2n
31 q32(−1)m+nzℓmn,

g2 · zℓmn =

{
qℓ+m+2n
21 qm+n

23 zℓmn, ℓmn ̸= 110,

q221q23(z110 + z001), ℓmn = 110.

Next we claim that the following relations hold:

(adc x1)zℓmn = δm,1δn,0(−1)ℓzℓ01, (adc x 3
2
)zℓmn = δℓ,0z1mn,

(adc x3)zℓmn = δℓ,1δm,0z01n.
(5.17)

The verification uses (5.10), (5.11) and the definition (5.9). Summarizing, the adjoint action
of xi, gj can be read in the following graph:

z000◦
3
2 // z100◦ 3 // z010◦

3
2 //

1

""

z110◦
1

""��
z001◦

3
2 // z101◦ 3 // z011◦

3
2 // z111◦ .

� The elements (one or two) in the n-th column have degree n.

� We draw an arrow from zℓmn to zpqr labeled with i ∈
{
1, 32 , 3

}
if and only if (adc xi)zℓmn ∈

k×zpqr. Moreover, this non-zero scalar is 1 if i ̸= 1.

� If there is not an arrow starting in zℓmn with label i, then (adc xi)zℓmn = 0.

� The dotted arrow from z110 to z001 means g2 ·z110 = q221q23(z110+z001). Otherwise, the action
of gi on zℓmn is diagonal.

By (5.11) and (5.16), K1 is spanned by B. Also, ∂1(zℓmn) = ∂ 3
2
(zℓmn) = ∂3(zℓmn) = 0

for all ℓ, m, n since ker ∂i is a subalgebra of B(V1 ⊕ V3) stable by adc xi. Now we compute
∂2(z100) = −x1,

∂2(z010) = −x31, ∂2(z001) = −2x1x31, ∂2(z110) = −
(
x 3

2
31 + x1x31

)
,

∂2(z101) = 2x1x 3
2
31, ∂2(z011) = 2x31x 3

2
31, ∂2(z111) = −2x1x31x 3

2
31.

Hence B is linearly independent. ■

Step 4. The relations (5.12) and (5.13) hold in B
(
E⋆,∞

(
q†
))
.

Proof of Step 4. As ∂i(zℓmn) = 0 for all i ̸= 2, it is enough to check that ∂2 annihilates each
one of these relations. Using (2.3) and (5.17),

∂2
(
z2010

)
= −q21q23x31z010 − z010x31 = −q21q23[x31, z010]c = −q21q23[x3, [x1, z010]c]c
= −q21q23[x3, z001]c = 0,

∂2
(
z2001

)
= −q221q23[x1x31, z001]c = −q221q23x1[x31, z001]c − q21q31[x1, z001]cx31 = 0,

∂2
(
z2101

)
= 2q321q23

[
x1x 3

2
31, z101

]
c
= 2q321q23x1

[
x 3

2
, [x31, z101]c

]
c

= −4q221q23q31x1
[
x 3

2
, z011x1

]
c
= −4q221q23q31x1z111x1 = 0,

∂2
(
z2011

)
= 2q321q

2
23

[
x31x 3

2
31, z011

]
c
= 2q321q

2
23x31

[
x 3

2
, [x31, z011]c

]
c
= 0,
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and (5.12) follows. Next we check that

∂2(y) = −q221q23
[
x 3

2
31 + x1x31, z001

]
c
− 2q221q23[x1x31, z110]c + 2z001x1x31 = 2z001x1x31.

Using this equality and (5.17), we see that (5.13) holds because

∂2
(
x 3

2
y− q212q

2
13yx 3

2
+ q12q13z001z101

)
= 2

[
x 3

2
, z001x1x31

]
c
− 2q13q

2
21q23x1x31z101 + 2q12q13z001x1x 3

2
31 = 0. ■

Step 5. Let B̃ be an algebra and xi ∈ B̃ such that (5.10), (5.11), (5.12), (5.13) hold. Then the
following relations also hold:

z100z000 = q12z000z100, z010z100 = −q31q32z100z010,
z001z010 = q13q12z010z001, z110z010 = q13q12z010z110,

z101z001 = −q13q12z001z101, z011z101 = q331q32z101z011,

z111z011 = q213q12z011z111, yz001 = z001y,

z101z110 = −q12q13(z110 + 2z001)z110, z2100 = 0;

(5.18)

[z011, z001]c = 0, [z111, z001]c = 0,

[z111, z001]c = 0, [z011, z110]c = −q12q31q32z001z011.
(5.19)

In particular, these relations hold in B
(
E⋆,∞

(
q†
))
.

Proof of Steps 5. The relation z100z000 = q12z000z100 is (5.11), and from this relation we
deduce that z2100 = 0. Using (5.13) and (5.17),

−q12q13z001z101 = [x 3
2
, y]c = [x 3

2
, [z001, z110]c]c = [z101, z110]c

= z101z110 + q12q13(z110 + z001)z110.

All the other relations involve zℓmn and zdef such that zℓmn = (adc xi)zdef for some d, e, f ∈
{0, 1} and i ∈

{
1, 3, 32

}
, and also z2def = 0. If i = 1, 32 , then

zℓmnzdef = (xizdef − (−1)d+eq12q
e+f
13 zdefxi)zdef

= −(−1)d+eq12q
e+f
13 zdefxizdef = −(−1)d+eq12q

e+f
13 zdefzℓmn,

If i = 3, then an analogous proof shows that zℓmn and zdef q-commute. For the last relation,
we use the definition of y and that z2001 = 0.

By (5.18), elements zℓmn and zdef joined by an arrow q-commute. The relations (5.19) are
q-commutations between other zℓmn’s. By the defining relations, (2.3) and (5.18) we have

0 = [x3, [z101, z001]c]c = [[x3, z101]c, z001]c = [z011, z001]c,

0 =
[
x 3

2
, [z011, z101]c

]
c
=

[[
x 3

2
, z011

]
c
, z101

]
c
= [z111, z001]c,

0 =
[
x 3

2
, [z011, z001]c

]
c
= [z111, z001]c,

0 = [x3, [z101, z110]c + q12q13z001z101]c = [z011, z110]c + q12q31q32z001z011,

and the step follows. ■

Step 6. The relation (5.14) holds in B
(
E⋆,∞

(
q†
))
.
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Proof of Step 6. By the formulas for ∂2 and the relations in Steps 4 and 5, we have

∂2(z110y− yz110) = 2z110z001x1x31 − q421q
2
23

(
x 3

2
31 + x1x31

)
y+ y

(
x 3

2
31 + x1x31

)
− 2q221q23z001x1x31(z110 + z001)

= 2yx1x31 − 2q221q23z001[x1x31, z110]c − q421q
2
23

[
x 3

2
31 + x1x31, y

]
c

= 2yx1x31,

∂2(z001y) = ∂2(yz001) = −2yx1x31 + 2q221q23z001x1x31z001 = −2yx1x31.

Hence (5.14) holds in B
(
E⋆,∞

(
q†
))
. ■

Let B be the algebra with the claimed presentation. By the previous steps, there is a sur-
jective map B → B

(
E⋆,∞

(
q†
))
. To prove that this is an isomorphism, we order the set of PBW

generators (S,<) from (5.15) by

z000 > z100 > z010 > z001 > y > z110 > z101 > z011 > z111

> x 3
2
> x3 3

2
> x13 3

2
> x3 > x13 > x1.

Let Z be the subspace spanned by the set of monomials (5.15). We establish new relations using
(2.3), (5.17), (5.18) and (5.19):

[z010, z000]c = [z110, z100]c = [y, z010]c = 0,

[z101, y]c = [z001, z100]c = [z111, z101]c = 0.
(5.20)

The relations (5.20) together with (5.18) and (5.19) say that for every pair s < s′ ∈ S joined by
an arrow or that have only one element in the middle, ss′ is a linear combination of monomials
in Z which are products of elements > s. Recursively we get the same statement for every
pair s < s′ ∈ S. Hence the monomials (5.15) generate B and a fortiori B

(
E⋆,∞

(
q†
))
. Since

V = (V1⊕V3)⊕V2, the multiplication gives a linear isomorphism B
(
E⋆,∞

(
q†
))
≃ K⊗B(V1⊕V3).

Then the problem reduces to prove that the monomials

zm000
000 zm100

100 zm010
010 zm001

001 ymzm110
110 zm101

101 zm011
011 zm111

111 ,

m100,m010,m001,m101,m011 ∈ {0, 1}, m000,m,m110,m111 ∈ N0,

are linearly independent (so they form a basis of K). Suppose on the contrary that there exists
a non-trivial linear combination S of these elements: we may assume that S is homogeneous of
minimal degree. By (5.17),

x1x31x 3
2
31z111 = z111x1x31x 3

2
31,

and by direct computations,

∂1∂3∂1∂ 3
2
∂3∂1

(
x1x31x 3

2
31

)
= ∂1∂3∂1(4x1x31) = 8.

As ∂i(zℓmn) = 0 if i ̸= 2 and ∂2(zℓmn) has degree < 7 if ℓmn ̸= 111 (so ∂1∂3∂1∂ 3
2
∂3∂1 annihilates

∂2(zℓmn)), we have that

∂1∂3∂1∂ 3
2
∂3∂1∂2

(
zm000
000 zm100

100 zm010
010 zm001

001 ymzm110
110 zm101

101 zm011
011 zm111

111

)
= −16m111z

m000
000 zm100

100 zm010
010 zm001

001 ymzm110
110 zm101

101 zm011
011 zm111−1

111 .

Hence all the elements in S with non-zero coefficient have m111 = 0 by the minimality of the
degree. Analogously, m011 = m101 = 0 since

∂3∂1∂ 3
2
∂3∂1∂2

(
zm000
000 zm100

100 zm010
010 zm001

001 ymzm110
110 zm101

101 zm011
011

)
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= 16δm011,1z
m000
000 zm100

100 zm010
010 zm001

001 ymzm110
110 zm101

101 ,

∂1∂ 3
2
∂3∂1∂2

(
zm000
000 zm100

100 zm010
010 zm001

001 ymzm110
110 zm101

101

)
= 16δm101,1z

m000
000 zm100

100 ymzm010
010 zm001

001 zm110
110 .

Next we compute

∂2
(
z2110

)
= −q221q23

[
x 3

2
31 + x1x31, z110

]
c
− q221q23(x 3

2
31 + x1x31)z001

= −q221q23z111 − q21q23q
2
13z011x1 − q21q31z101x31 − z001∂2(z110).

By induction on t ∈ N, we obtain that

∂2
(
z2t−1
110

)
∈ z2t−2

110 ∂2(z110) +

2∑
j=0

KBj(V1 ⊕ V3),

∂2
(
z2t110

)
∈ −z001z2t−2

110 ∂2(z110) +
2∑

j=0

KBj(V1 ⊕ V3).

Using these equalities we obtain the following:

∂ 3
2
∂3∂1∂2

(
zm000
000 zm100

100 zm010
010 z001y

mz2t−1
110

)
= −4zm000

000 zm100
100 zm010

010 z001y
mz2t−2

110 ,

∂ 3
2
∂3∂1∂2

(
zm000
000 zm100

100 zm010
010 z001y

mz2t110
)
= 0,

∂ 3
2
∂3∂1∂2

(
zm000
000 zm100

100 zm010
010 ymz2t−1

110

)
= −4zm000

000 zm100
100 zm010

010 ymz2t−2
110 ,

∂ 3
2
∂3∂1∂2

(
zm000
000 zm100

100 zm010
010 ymz2t110

)
= 4zm000

000 zm100
100 zm010

010 z001y
mz2t−1

110 ,

∂1∂3∂1∂2
(
zm000
000 zm100

100 zm010
010 z001y

mz2t110
)
= −4zm000

000 zm100
100 zm010

010 ymz2t110,

∂1∂3∂1∂2
(
zm000
000 zm100

100 zm010
010 z001y

m
)
= −4zm000

000 zm100
100 zm010

010 ym,

∂1∂3∂1∂2
(
zm000
000 zm100

100 zm010
010 ym

)
= −4mzm000

000 zm100
100 zm010

010 z001y
m−1,

∂1∂3∂1∂2
(
zm000
000 zm100

100 zm010
010 zm001

001

)
= −4δm101,1z

m000
000 zm100

100 zm010
010 .

Thus we get that all the elements in S with non-zero coefficient have m110 = m = m001 = 0
applying either ∂ 3

2
∂3∂1∂2 or else ∂1∂3∂1∂2. Next,

∂3∂1∂2
(
zm000
000 zm100

100 zm010
010

)
= −2δm101,1z

m000
000 zm100

100 ,

∂1∂2
(
zm000
000 zm100

100

)
= −δm101,1z

m000
000 ,

so S = azn000, a ∈ k×, and we get a contradiction since zn000 ̸= 0 for all n ∈ N0. Thus (5.15) is
a basis of B

(
E⋆,∞

(
q†
))
, and B = B

(
E⋆,∞

(
q†
))
.

Finally, the ordered monomials (5.15) define an ascending algebra filtration whose associated
graded algebra is a (truncated) quantum polynomial algebra. Hence

GK-dimB
(
E⋆,∞

(
q†
))

= 4. ■

5.3.2 Case (II), finite ghost

Here q22 = q̃23 = 1, q33 = q̃13 = −1. Let q† = (q12, q13, q23) ∈ (k×)3. Define q by (5.1).

Proposition 5.6. Assume that a ̸= 0. Then GK-dimB(V ) =∞.
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Overview of the proof. By the spliting technique, see Section 2.2.1, it suffices to show that
GK-dimK = ∞, where K = B

(
K1

)
and K1 = adc(B(V3))(V1 ⊕ V2). Clearly, V ∗

3 , which is
generated by f3 with f3(x3) = 1, belongs to kΓ

kΓYD with structure

δ(f3) = g−1
3 ⊗ f3, gi · f3 = q−1

i3 f3;

particularly, B(V ∗
3 ) ≃ Λ(V ∗

3 ). Thus we may consider B(V ∗
3 )#kΓ and use the braided monoidal

isomorphism of [18, Remark 12.3.8]

(Ω, ω) :
B(V3)#kΓ
B(V3)#kΓYD →

B(V ∗
3 )#kΓ

B(V ∗
3 )#kΓYD.

By [18, Corollary 12.3.9], (Ω, ω)(K) ≃ B(Z), where Z = (Ω, ω)
(
K1

)
. Now we introduce W =

W1 ⊕ V2 ⊕ V ∗
3 , see Step 3, and apply the splitting technique again: let K = B (W )coB(V ∗

3 ) ≃
B
(
K1

)
, where

K1 = adc(B(V ∗
3 ))(W1 ⊕ V2).

We shall derive from [6, Lemma 5.4.11] that GK-dimB(W ) = ∞, hence GK-dimB
(
K1

)
= ∞

since B(W ) ≃ B
(
K1

)
#B(V ∗

3 ) and dimB(V ∗
3 ) = 2.

Finally, we show in Step 5 that Z ≃ K1. Since the functor (Ω, ω) preserves the algebra
structure, GK-dimK = GK-dimK =∞, so GK-dimB(V ) =∞.

Step 1. The set B =
{
x1, x 3

2
, x31, x3 3

2
, x2

}
is a basis of K1 and the coaction of the elements

of B is δ(xi) = g⌊i⌋ ⊗ xi, where ⌊i⌋ is the integral part of i,

δ(x31) = 2x3g1 ⊗ x1 + g1g3 ⊗ x31,

δ
(
x3 3

2

)
= x3g1 ⊗

(
2x 3

2
+ ax1

)
+ g1g3 ⊗ x3 3

2
.

Indeed, (adc x3)x2 = 0 and x23 = 0, so B spans K1. The computation of the coaction is direct;
it implies in turn that B is linearly independent.

Step 2. Here is the structure of Z ∈ B(V ∗
3 )#kΓ

B(V ∗
3 )#kΓYD. By definition, Z = K1 as vector space, and

the Γ-action on Z coincides with the one of K1. Next:

(i) The B(V ∗
3 )-action on Z is given by:

f3 · xi = 0, f3 · x31 = 2x1, f3 · x3 3
2
= 2x 3

2
+ ax1.

(ii) The coaction δ : Z → B(V ∗
3 )#kΓ⊗ Z is given by:

δ(x1) = f3g1 ⊗ x31 + g1 ⊗ x1, δ(x 3
2
) = f3g1 ⊗

(
2x3 3

2
− ax31

)
+ g1 ⊗ x 3

2
,

δ(x3j) = g1g3 ⊗ x3j , j = 1, 32 , δ(x2) = g2 ⊗ x2.

This follows from [18, Theorem 12.3.2 and Remark 12.3.8] by Step 1.

Step 3. Let W = W1 ⊕ V2 ⊕ V ∗
3 , where W1 ∈ kΓ

kΓYD is homogeneous of degree g1g3, has a basis
w1, w 3

2
and Γ-action given by

gi · w1 = qi1qi3w1, g1 · w 3
2
= −w 3

2
+ w1,

g2 · w 3
2
= q21q23

(
w 3

2
+ w1

)
, g3 · w 3

2
= −q31

(
w 3

2
+ aw1

)
.

As a ̸= 0, W1 is a −1-block and W is a sum of a block with two points, where V ∗
3 has mild

interaction and V2 has weak interaction. By [6, Lemma 5.4.11], GK-dimB(W ) =∞.
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Step 4. Let w3i := (adc f3)wi, i = 1, 32 .

(i) The set B =
{
w1, w 3

2
, w31, w3 3

2
, x2

}
is a basis of K1.

(ii) The coaction δ : K1 → B(V ∗
3 )#kΓ⊗K1 is given by:

δ(w31) = 2f3g1 ⊗ w1 + g1 ⊗ w31, δ(wj) = g1g3 ⊗ xj , j = 1, 32 ,

δ(w3 3
2
) = f3g1 ⊗

(
2w 3

2
+ aw1

)
+ g1 ⊗ w3 3

2
, δ(x2) = g2 ⊗ x2.

The proof follows as for K1. Finally we deduce from Step 4:

Step 5. The linear isomorphism Z → K1 given by

x31 7→ 2w1, x3 3
2
7→ 2w 3

2
, x1 7→ w31, x 3

2
7→ w3 3

2
− aw31, x2 7→ x2,

is B(V ∗
3 )#kΓ-linear and B(V ∗

3 )#kΓ-colinear. ■

5.4 Case (III)

In this subsection, we assume that q̃12 = −1, q̃13 = 1. Hence q22 = −1, and V1⊕V2 is isomorphic
to E⋆(q12).

Lemma 5.7. If GK-dimB(V ) is finite, then either of the following holds:

(A) a = 0, q33 = q̃23 = −1,

(B) a ̸= 0, q33 = q̃23 = 1,

(C) a ̸= 0, q33 = q̃23 = −1.

Proof. Let B = B(V ). Then 0 ⊂ ⟨x1, x2, x3⟩ ⊂ V is a flag in kG
kGYD, grV is a braided vector

space of diagonal type, and the corresponding graded Hopf algebra grB is a pre-Nichols algebra
of grV , see [6, Lemma 3.4.2].

We assume first that a = 0, so q̃23 ̸= 1. Let u be the class of z21 in grB. Then u is a non-zero
primitive element in grB, see the proof of [6, Proposition 8.1.8]. Let H = grB#kΓ: H is
a pointed Hopf algebra and the diagram of H is of diagonal type. Let W be the infinitesimal
braiding of H. In H, u has degree 4, the xi’s are linearly independent of degree 1 and

∆(u) = u⊗ 1 + g21g
2
2 ⊗ u, ∆(xi) = xi ⊗ 1 + gi ⊗ xi,

so u and the xi’s are linearly independent vectors in W . Computing the actions of g21g
2
2 and g3

on u and x3, we see that

−1◦
1

−1 −1◦
2

−1

q̃23 q33◦
3

q̃223 1◦
u

−1◦
3
2

is a subdiagram of the Dynkin diagram of W . Thus q̃23 = −1 by [6, Lemma 2.3.7], and q33 = −1
by Theorem 1.1.

Now we assume a ̸= 0. Hence q33 = ±1. Let z be the class of
(
adc x 3

2

)
x3 in grB. Then z

is a non-zero primitive element in grB by [6, Propositions 8.1.6 and 8.1.7]. Let H = grB#kΓ:
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H is a pointed Hopf algebra and the diagram of H is of diagonal type. Let W be the infinitesimal
braiding of H. In H, z has degree 2, the xi’s are linearly independent of degree 1 and

∆(z) = z ⊗ 1 + g1g2 ⊗ z, ∆(xi) = xi ⊗ 1 + gi ⊗ xi,

so z and the xi’s are linearly independent elements in W . Computing the actions of the corre-
sponding group-like elements on z and xi, we see that

−1◦
1

−1 −1◦
2

−1

q̃23

−q̃23

q33◦
3

−1◦
3
2

−q33◦
z

is a subdiagram of the Dynkin diagram of W , thus q̃23 = q33 by [6, Lemma 2.3.7]. ■

Notice that (B) corresponds to Lemma 5.4 up to exchanging x2 and x3, so this situation was
treated previously. Also, (C) was discarded in Lemma 5.4, up to exchanging x2 and x3. Thus
we only have to deal with (A).

Proposition 5.8. If a = 0 and q33 = q̃23 = −1, then GK-dimB(V ) =∞.

Proof. We consider K1 = adc(B(V2))(⟨V1 ⊕ V3⟩); as x22 = 0, the set{
x1, x 3

2
, x3, y1 := (adc x2)x1, y 3

2
:= (adc x2)x 3

2
, y3 := (adc x2)x3

}
is a basis of K1. The coaction for the yi’s is given by

δ(y1) = 2x2g1 ⊗ x1 + g1g2 ⊗ y1,

δ(y3) = 2x2g3 ⊗ x3 + g2g3 ⊗ y3,

δ(y 3
2
) = 2x2g1 ⊗ x 3

2
+ x2g1 ⊗ x1 + g1g2 ⊗ y 3

2
.

Then the subspace W spanned by the yi’s is a braided subspace with braiding −y1 ⊗ y1 (−y 3
2
− y1)⊗ y1 −q12q13q23y2 ⊗ y1

−y1 ⊗ y 3
2

(−y 3
2
− y1)⊗ y 3

2
−q12q13q23y2 ⊗ y 3

2

−q21q31q32y1 ⊗ y2 −q21q31q32
(
y 3

2
+ y1

)
⊗ y2 −y2 ⊗ y2

.

Then the braiding corresponds to a sum of a block, in the basis
{
−y1, y 3

2

}
, with ϵ = −1, and

a point y2 with label −1: the ghost is −1, so by [6, Theorem 4.1.1], GK-dimB(W ) =∞. Thus
GK-dimB(V ) =∞. ■

5.5 Case (IV)

In this subsection, we suppose that q̃12 = −1, q̃13 ̸= 1.

Proposition 5.9. If q̃12 = −1, q̃13 ̸= 1, then GK-dimB(V ) =∞.

Proof. Here 0 ⊂ ⟨x1, x2, x3⟩ ⊂ V is a flag of YD modules: grV is of diagonal type with diagram

−1◦
1

−1

q̃13 q33◦
3

q̃13

q22◦
2

−1 −1◦
3
2

.

There are no cycles of length 4 in [16, Table 3], so GK-dimB(V ) =∞ by Theorem 1.1. ■
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6 Two blocks

In this section, we consider V ∈ kΓ
kΓYD satisfying Hypothesis 3.11 with θ = 2, dimV1 = dimV2 = 2

so that V1 is pale, and V2 is either a pale block or a block. Let gi ∈ Γ such that Vi ⊂ Vgi , i ∈ I2.
We fix bases

{
xi, xi+ 1

2

}
of Vi, i ∈ I2, such that there exist qij ∈ k×, i, j ∈ I2, and a, b ∈ k

satisfying

gi · xj = qijxj , i, j ∈ I2, g1 · x 3
2
= q11x 3

2
,

g2 · x 3
2
= q21

(
x 3

2
+ x1

)
, g1 · x 5

2
= q12

(
x 5

2
+ ax2

)
, g2 · x 5

2
= q22

(
x 5

2
+ bx2

)
.

Thus the braiding of V is determined by the matrix q = (qij)i,j∈I2 and the scalars a, b. Again
we consider some special cases; for q ∈ k× we set

S2,0(q) where q11 = −1 = q22, q12 = q = q−1
21 , a = 1, b = 0, (6.1)

S1,+(q, a) where q11 = −1 = −q22, q12 = q = q−1
21 , b = 1, (6.2)

S1,−(q) where q11 = −1 = q22, q12 = q = q−1
21 , a = −1, b = 1. (6.3)

The diagrams of S2,0(q), S1,+(q, a) and S1,−(q) are respectively

1

(1,0)

2
,

1

(a,1)
⊞
2
,

1

(1,1)
⊟
2
.

The dotted line means that q̃12 = 1 and is labeled by the pair (a, b).

Here is the main result of this section.

Theorem 6.1. The algebra B(V ) has finite GK-dim if and only if V is isomorphic either to
S2,0(q), or to S1,+(q, a) with a ∈

{
−1,−1

2

}
, or to S1,−(q) for some q ∈ k×.

Let us overview the proof. We show that B(S2,0(q)), B
(
S1,+

(
q,−1

2

))
, B(S1,+(q,−1)) and

B(S1,−(q)) have finite GK-dim in Theorems 6.3, 6.6 and 6.7.

Suppose then that GK-dimB(V ) < ∞. Since V1 ⊕ kx2 is a braided subspace with braid-
ing (1.2) up to reindexing, by Theorem 1.3 we may assume that q11 = −1 and that either q̃12 = 1
(we say that the interaction is weak) and q22 = ±1 or else q̃12 = −1 (the interaction is mild)
and q22 = −1, which is discarded in Proposition 6.2. So we assume that the interaction is weak.

Now V2 is a pale block if and only if b = 0. In this case, we may assume that a = 1 after
normalizing x2. By Theorem 1.3 applied to the braided subspace kx1⊕ V2, GK-dimB(V ) =∞
if q22 = 1. Hence we assume q22 = −1. That is, we are left with the braided vector space S2,0(q)
with q = q12.

Next we assume that V2 is a block, that is b ̸= 0; up to normalization, we may assume that
b = q22. As in [6], it is convenient to consider the ghost

G :=

{
−2a, q22 = 1,

a, q22 = −1.
(6.4)

The subspace
〈
x1, x2, x 5

2

〉
is of the form one block and one point. Therefore, by [6, Lem-

ma 4.2.3], GK-dimB(V ) = ∞ if G /∈ N0. Hence we assume that G ∈ N0. Then we discard
G = 0 in Proposition 6.5 and G ̸= 1 in Theorems 6.6 and 6.7.
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6.1 Mild interaction

We show that this implies infinite GK-dim.

Proposition 6.2. If q̃12 = −1, then GK-dimB(V ) =∞.

Proof. Here, 0 ⊂ ⟨x1⟩ ⊂
〈
x1, x 3

2

〉
⊂

〈
x1, x 3

2
, x2

〉
⊂ V is a flag of Yetter–Drinfeld submodules

such that grV is of diagonal type; its diagram is

−1◦
1

−1

−1 −1◦
2

−1

−1◦
5
2

−1 −1◦
3
2

,

thus grV is of affine Cartan type, so GK-dimB(V ) =∞ by [5] and [6, Lemma 3.4.2 (c)]. ■

6.2 Two pale blocks, weak interaction

Recall the Selene braided vector space S2,0(q) defined in (6.1).

Theorem 6.3. The algebra B(S2,0(q)) is generated by x1, x 3
2
, x2, x 5

2
with defining relations

x2i = x2
i+

1
2

= 0, xix
i+

1
2
= −x

i+
1
2
xi, i ∈ I2; (6.5)

x2x1 = q21x1x2, x2x 3
2
2 = −q21x 3

2
2x2, x1x 5

2
1 = −q12x 5

2
1x1, (6.6)

x1 5
2
= x 3

2
2, (6.7)

x 3
2

5
2
x2 = −q12x2x 3

2
5
2
, (6.8)

x 3
2

5
2
x 5

2
= −q12x 5

2
x 3

2
5
2
− q12x2x 3

2
5
2
, (6.9)

x 3
2

5
2
x 3

2
2 = x 3

2
2x 3

2
5
2
− x23

2
2
. (6.10)

A PBW-basis is formed by the monomials

xm1
5
2

xm2
3
2

5
2

xm3
2 xm4

3
2
2
xm5

3
2

xm6
1 , m1,m3,m5,m6 ∈ {0, 1}, m2,m4 ∈ N0. (6.11)

Hence GK-dimB(S2,0(q)) = 2.

Proof. We proceed by steps.

Step 1. As V1⊕kx2 ≃ E−(q) and V2⊕kx1 ≃ E−
(
q−1

)
, the relations (6.5), (6.6) hold in B(V ).

Next we focus on the Nichols algebra K = B (adc(B(V1))(V2)).

Step 2.

(a) The relation (6.7) holds in B(V ).

(b) The set
{
x2, x 3

2
2, x 5

2
, x 3

2
5
2

}
is a basis of K1.
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Proof of Step 2. For (a), we compute ∂i
(
x1 5

2

)
= ∂i

(
x 3

2
2

)
= 0, if i ∈

{
1, 32

}
,

∂2
(
x1 5

2

)
= ∂2

(
x 3

2
2

)
= −x1, ∂ 5

2

(
x1 5

2

)
= ∂ 5

2

(
x 3

2
2

)
= 0.

For (b), we use (a), (6.5) and (6.6) to check that

x12 = x1 3
2
2 = x1 3

2
5
2
= 0, x1 5

2
= x 3

2
2.

As B(V1) =
∧
(V1), K1 = adc(B(V1))(V2) is spanned by

{
x2, x 3

2
2, x 5

2
, x 3

2
5
2

}
. Also, ∂i annihilates

each element of this set if i = 1, 32 , and

∂2(x2) = 1, ∂2
(
x 5

2

)
= 0, ∂2

(
x 3

2
2

)
= −x1, ∂2

(
x 3

2
5
2

)
= −

(
x 3

2
+ x1

)
,

∂ 5
2
(x2) = 0, ∂ 5

2

(
x 5

2

)
= 1, ∂ 5

2

(
x 3

2
2

)
= 0, ∂ 5

2

(
x 3

2
5
2

)
= −x1.

Thus
{
x2, x 3

2
2, x 5

2
, x 3

2
5
2

}
is linearly independent. ■

We shall need the action of g2 in K1: g2 · x2 = −x2, g2 · x 5
2
= −x 5

2
,

g2 · x 3
2
2 = −q21x 3

2
2, g2 · x 3

2
5
2
= −q21

(
x 3

2
5
2
+ x 3

2
2

)
.

Step 3. Let B̃ be an algebra with elements x1, x 3
2
, x2, x 5

2
satisfying (6.5), (6.6) and (6.7).

Then the following relations also hold in B̃:

x1x 3
2

5
2
= −q12

(
x 3

2
5
2
+ x 3

2
2

)
x1, x 3

2
x 3

2
2 = −q12x 3

2
2x 3

2
. (6.12)

In particular, (6.12) holds in B(V ). The verification is straightforward.

Step 4. The relations (6.8), (6.9) and (6.10) hold in B(V ).

Proof of Step 4. As ∂1 and ∂ 3
2
annihilate x2, x 5

2
, x 3

2
2, x 3

2
5
2
, it suffices to check that ∂2 and ∂ 5

2

annihilate each of these relations. For (6.8) and (6.9),

∂2
(
x 3

2
5
2
x2 + q12x2x 3

2
5
2

)
= x 3

2
5
2
+
(
x 3

2
+ x1

)
x2 − q12x2

(
x 3

2
+ x1

)
−
(
x 3

2
5
2
+ x 3

2
2

)
= 0,

∂ 5
2

(
x 3

2
5
2
x2 + q12x2x 3

2
5
2

)
= x1x2 − q12x2x1 = 0,

∂2
(
x 3

2
5
2
x 5

2
+ q12x 5

2
x 3

2
5
2
+ q12x2x 3

2
5
2

)
=

(
x 3

2
+ x1

)
x 5

2
− q12x 5

2
(x 3

2
+ x1)− q12x2

(
x 3

2
+ x1

)
−
(
x 3

2
5
2
+ x 3

2
2

)
= x 3

2
5
2
+ x1 5

2
− x 3

2
5
2
− x 3

2
2 = 0,

∂ 5
2

(
x 3

2
5
2
x 5

2
+ q12x 5

2
x 3

2
5
2
+ q12x2x 3

2
5
2

)
= x1x 5

2
+ x 3

2
5
2
−
(
x 3

2
5
2
+ x 3

2
2

)
− q12x 5

2
x1 − q12x2x1 = 0.

Using (6.5), (6.6), (6.7) and (6.12), we see finally that (6.10) also holds:

∂2
(
x 3

2
5
2
x 3

2
2 − x 3

2
2x 3

2
5
2
+ x23

2
2

)
= − x 3

2
5
2
x1 + q21

(
x 3

2
+ x1

)
x 3

2
2 + x 3

2
2

(
x 3

2
+ x1

)
− q21x1

(
x 3

2
5
2
+ x 3

2
2

)
− x 3

2
2x1 + q21x1x 3

2
2 = 0,

∂ 5
2
(x 3

2
5
2
x 3

2
2 − x 3

2
2x 3

2
5
2
+ x23

2
2
) = q21x1x 3

2
2 + x 3

2
2x1 = 0. ■
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Let B be the algebra with the claimed presentation. By the previous steps, there is a surjec-
tive map B → B(S2,0(q)). Now B is spanned by the monomials (6.11) because of the defining
relations, (6.12) and

x 3
2
2x 5

2
= −q12x 5

2
x 3

2
2 − q12x2x 3

2
2,

that follows from (6.8) and (6.5). To prove that the monomials in (6.11) form a basis of B
and that B ≃ B(S2,0(q)), it suffices to prove that these monomials are linearly independent in
B(S2,0). By direct computations,

∂1
(
xm1

5
2

xm2
3
2

5
2

xm3
2 xm4

3
2
2
xm5

3
2

xm6
1

)
= δm6,1x

m1
5
2

xm2
3
2

5
2

xm3
2 xm4

3
2
2
xm5

3
2

,

∂ 3
2

(
xm1

5
2

xm2
3
2

5
2

xm3
2 xm4

3
2
2
xm5

3
2

)
= δm5,1x

m1
5
2

xm2
3
2

5
2

xm3
2 xm4

3
2
2
,

∂1∂ 5
2

(
xm1

5
2

xm2
3
2

5
2

xm3
2 xm4

3
2
2

)
∈ m2(−q12)m3xm1

5
2

xm2−1
3
2

5
2

xm3
2 xm4

3
2
2
+
∑
k≥1

kxm1
5
2

xm2−1−k
3
2

5
2

xm3
2 xm4+k

3
2
2

,

∂1∂2
(
xm1

5
2

xm3
2 xm4

3
2
2

)
= −m4x

m1
5
2

xm3
2 xm4−1

3
2
2

.

The claim is established by a recursive argument as in previous proofs. ■

6.3 A pale block and a block, weak interaction

In this subsection we assume that q11 = −1, q̃12 = 1, q22 = ±1 = b and G ∈ N0.

6.3.1 The vanishing ghost

We discard here the possibility a = 0. We start by a lemma that is also useful later when dealing
with a Jordan or a super Jordan plane, i.e., q22 = 1 or −1.

Lemma 6.4. Let K = B(K1), where K1 = adc(B(V1))(V2).

(a) The relations (3.3) and (3.4) hold in B(V ).

(b) The following relation holds in B(V ):

x1 5
2
= ax 3

2
2. (6.13)

(c) The set
{
x2, x 3

2
2, x 5

2
, x 3

2
5
2

}
is a basis of K1.

Proof. Item (a) follows since V1 ⊕ kx2 ≃ E±. For (b), we compute

∂i
(
x1 5

2

)
= ∂i

(
x 3

2
2

)
= 0, i ∈

{
1, 32 ,

5
2

}
, ∂2

(
x 3

2
2

)
= −x1, ∂2

(
x1 5

2

)
= −ax1.

For (c), we use (b), (3.3) and (3.4) to check that x12 = 0, x1 3
2
2 = x1 3

2
5
2
= 0. As B(V1) =

∧
(V1),

K1 = adc(B(V1))(V2) is spanned by
{
x2, x 3

2
2, x 5

2
, x 3

2
5
2

}
. Also, ∂i annihilates each element of this

set if i = 1, 32 , and

∂2(x2) = 1, ∂2
(
x 5

2

)
= 0, ∂2

(
x 3

2
2

)
= −x1, ∂2

(
x 3

2
5
2

)
= −a

(
x 3

2
+ x1

)
,

∂ 5
2
(x2) = 0, ∂ 5

2

(
x 5

2

)
= 1, ∂ 5

2

(
x 3

2
2

)
= 0, ∂ 5

2

(
x 3

2
5
2

)
= −x1.

Thus
{
x2, x 3

2
2, x 5

2
, x 3

2
5
2

}
is linearly independent. ■

Proposition 6.5. If a = 0, then GK-dimB(V ) =∞.
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Proof. The coaction of K1 satisfies

δ(xi) = g2 ⊗ xi, δ(x 3
2
i) = g1g2 ⊗ x 3

2
2 − x1g2 ⊗ xi, i ∈

{
2, 52

}
.

Set y1 = x2, y2 = x 5
2
, y3 = x 3

2
2. Then {y1, y2, y3} is a braided vector subspace of K1, and the

braiding is given by

(c(yi ⊗ yj))i,j∈I3 =

 q22y1 ⊗ y1 (q22y2 + y1)⊗ y1 q21q22y3 ⊗ y1
q22y1 ⊗ y2 (q22y2 + y1)⊗ y2 q21q22y3 ⊗ y2

q12q22y1 ⊗ y3 q12q22(y2 + q22y1)⊗ y3 −q22y3 ⊗ y3

.

This corresponds to one block and one point with negative ghost, so by [6, Theorem 4.1.1], we
have GK-dimK =∞. Thus GK-dimB(V ) =∞. ■

6.3.2 A pale block and a Jordan plane

Here we assume that q11 = −1, q22 = 1, q12 = q = q−1
21 , b = 1 and G = −2a ∈ N, cf. (6.4). When

G = 1, respectively G = 2, V is the braided vector space S1,+

(
q,−1

2

)
, respectively S1,+(q,−1),

see (6.2). To state our result we need the elements

t = x 3
2

5
2
x 5

2
+ q12x 5

2
x 3

2
5
2
, w = x 3

2
5
2
x2 + q12x2x 3

2
5
2
. (6.14)

Theorem 6.6. The algebra B(V ) has finite GK-dim if and only if G ≤ 2.

� If G = 1, then B
(
S1,+

(
q,−1

2

))
is presented by generators x1, x 3

2
, x2, x 5

2
with defining

relations (3.3), (3.4), (3.5), (6.13) and

x 3
2

5
2
x2 = q12x2x 3

2
5
2
, x 3

2
5
2
x 5

2
= q12

(
x 5

2
+ 1

2x2
)
x 3

2
5
2
, (6.15)

x23
2
2
= x23

2
5
2

= 0, x 3
2

5
2
x 3

2
2 = −x 3

2
2x 3

2
5
2
, (6.16)

x 5
2
x2 = x2x 5

2
− 1

2x
2
2. (6.17)

A PBW-basis is formed by the monomials

xm1
5
2

xm2
2 xm3

3
2

5
2

xm4
3
2
2
xm5

3
2

xm6
1 , m3,m4,m5,m6 ∈ {0, 1}, m1,m2 ∈ N0. (6.18)

Hence GK-dimB
(
S1,+

(
q,−1

2

))
= 2.

� If G = 2, then B(S1,+(q,−1)) is presented by generators x1, x 3
2
, x2, x 5

2
with defining

relations (3.3), (3.4), (3.5), (6.13), (6.17) and

x 3
2
2x 5

2
= q12x 5

2
x 3

2
2 + w, tx 5

2
= q12

(
x 5

2
+ x2

)
t, (6.19)

x 3
2
2t = −q12(t− w)x 3

2
2, wx 5

2
= q12

(
x 5

2
+ x2

)
w, (6.20)

x 3
2

5
2
t = −q12(t− w)x 3

2
5
2
. (6.21)

A PBW-basis is formed by the monomials

xm1
2 xm2

5
2

wm3tm4xm5
3
2
2
xm6xm7

3
2

5
2

xm8
3
2

xm9
1 ,

m3,m4,m5,m8,m9 ∈ {0, 1}, m1,m2,m6,m7 ∈ N0.
(6.22)

Hence GK-dimB(S1,+(q,−1)) = 4.
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Proof. We start by observing that

g1 · x 3
2

5
2
= −q12

(
x 3

2
5
2
+ ax 3

2
2

)
, g2 · x 3

2
5
2
= q21

(
x 3

2
5
2
+ (a+ 1)x 3

2
2

)
,

where we used (6.13). From these equalities and Lemma 6.4, we get

c(x 3
2
i ⊗ x 3

2
2) = −x 3

2
2 ⊗ x 3

2
i,

c(x 3
2
i ⊗ x 3

2
5
2
) = (−x 3

2
5
2
+ (G − 1)x 3

2
2)⊗ x 3

2
i, i = 2, 52 .

(6.23)

Then ⟨x 3
2

5
2
, x 3

2
2⟩ is a braided vector subspace of K1.

Step 1. Assume that G ̸= 1. Then the Nichols algebra of
〈
x 3

2
5
2
, x 3

2
2

〉
is isomorphic to the super

Jordan plane. Set x = x 3
2

5
2
x 3

2
2 + x 3

2
2x 3

2
5
2
. Then

x23
2
2
= 0, x 3

2
5
2
x = xx 3

2
5
2
+ (G − 1)x 3

2
2x, (6.24)

and
{
xa3

2
2
xbxc3

2
5
2

| a ∈ {0, 1}, b, c ∈ N0

}
is a basis of k

〈
x 3

2
2, x 3

2
5
2

〉
.

Step 2. We define wn ∈ B(V ) recursively by w0 := x2 and

wn+1 :=
[
x 3

2
5
2
, wn

]
c
= x 3

2
5
2
wn − (g1g2 · wn)x 3

2
5
2
, n ∈ N.

We also define scalars an, bn by an :=
∏n

j=1

(
(G − 1)j − 1

2G
)
, b0 = 1 and

bn =

{
−1

2G ak−1 + b2k−1, n = 2k,

b2k

(
k(G − 1) + 1

2G − 1
)
+ 1

2G ak, n = 2k + 1.

Then we have

[x 3
2
2, wn]c = [x1, wn]c = [x, wn]c = 0, (6.25)

[x 3
2
, wn]c =

{
q2k12akx 3

2
2x

k, n = 2k,

−q2k+1
12 akx

k+1, n = 2k + 1.
(6.26)

g1 · wn = (−1)nqn+1
12 wn, g2 · wn = qn21wn. (6.27)

∂2(wn) =

{
b2kx

k, n = 2k,

b2k+1x 3
2
2x

k, n = 2k + 1;
∂i(wn) = 0, i = 1, 32 ,

5
2 . (6.28)

Proof of Steps 1 and 2. We proceed recursively on n ∈ N0. When n = 0 (6.27) and (6.28)
are clear. For (6.25) and (6.26) we compute

∂2(x) = −(G − 1)x 3
2
2x1, ∂i(x) = 0, i ∈

{
1, 32 ,

5
2

}
.

Using (3.4) and (3.5), we check that

∂2
(
xx2 − q212x2x

)
= x− (G − 1)x 3

2
2x1x2 − x+ q212(G − 1)x2x 3

2
2x1 = 0.

As ∂i(x) = ∂i(x2) = 0, i ∈ {1, 32 ,
5
2}, the relation [x, x2]c = 0 holds in K. Now [x1, x2]c =

[x 3
2
2, x2]c = 0 are (3.4) and (3.5), respectively, and (6.26) follows. Now assume that all equations

hold for n. By the inductive hypothesis,

g1 · wn+1 =
[
−q12

(
x 3

2
5
2
+ ax 3

2
2

)
, (−1)nqn+1

12 wn
]
c
= (−1)n+1qn+2

12 wn+1,
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g2 · wn+1 =
[
q21

(
x 3

2
5
2
+ (a+ 1)x 3

2
2

)
, qn21wn

]
c
= qn+1

21 wn+1,

where we used (2.3), (6.24). Thus (6.27) is proved. Next we establish (6.25):[
x 3

2
2, wn+1

]
c
= [x, wn]c +

(
g1g2 · x 3

2
5
2

)[
x 3

2
2, wn

]
c
± q12

[
x 3

2
2, wn

]
c
x 3

2
5
2
= 0,[

x1, wn+1

]
c
=

[[
x1, x 3

2
5
2

]
c
, wn

]
c
+ (g1 · x 3

2
5
2
)[x1, wn]c ± q12[x1, wn]cx 3

2
5
2
= 0,

[x, wn+1]c = (G − 1)
[
x 3

2
2x, wn

]
c
+
(
g21g

2
2 · x 3

2
5
2

)
[x, wn]c ± q12[x, wn]cx 3

2
5
2
= 0.

We go on with (6.26) considering separately the cases n odd or even:[
x 3

2
, w2k

]
c
=

(
g1 · x 3

2
5
2

)[
x 3

2
, w2k−1

]
c
−
[
x 3

2
, g1g2 · w2k−1

]
c
x 3

2
5
2

= −q12
(
x 3

2
5
2
+ ax 3

2
2

)[
x 3

2
, w2k−1

]
c
+ q12

[
x 3

2
, w2k−1

]
c
x 3

2
5
2

= −q12ak−1

((
x 3

2
5
2
+ ax 3

2
2

)
xk − xkx 3

2
5
2

)
= −q12ak−1

(
k(G − 1) + a

)
x 3

2
2x

k,[
x 3

2
, w2k+1

]
c
= −q12

(
x 3

2
5
2
+ ax 3

2
2

)[
x 3

2
, w2k

]
c
− q12

[
x 3

2
, w2k

]
c
x 3

2
5
2

= −q12ak
(
xk+1 − x 3

2
2

(
x 3

2
5
2
xk − xkx 3

2
5
2

))
= −q12akxk+1.

Now we deal with (6.28). By formula (6.27), wn+1 = x 3
2

5
2
wn − (−1)nq12wnx 3

2
5
2
. Let i = 1, 32 .

As ∂i
(
x 3

2
5
2

)
= 0, we have that ∂i(wn+1) = 0. Now,

∂ 5
2
(wn+1) = −qn21x1wn + (−1)nq12wnx1 = −qn21[x1, wn]c = 0.

For the last skew-derivation we consider the cases n = 2k − 1, n = 2k:

∂2(w2k) = −aq2k−1
21

[
x 3

2
, w2k−1

]
c
− aq2k−1

21 [x1, w2k−1]c + x 3
2

5
2
∂2(w2k−1)

+ ∂2(w2k−1)
(
x 3

2
5
2
+ (a+ 1)x 3

2
2

)
= aak−1x

k + b2k−1

(
x 3

2
5
2
x 3

2
2x

k−1 + x 3
2
2x

k−1
(
x 3

2
5
2
+ (a+ 1)x 3

2
2

))
= (aak−1 + b2k−1)x

k,

∂2(w2k+1) = −aq2k21
[
x 3

2
, w2k

]
c
− aq2k21 [x1, w2k]c + x 3

2
5
2
∂2(w2k)− ∂2(w2k)

(
x 3

2
5
2
+ (a+ 1)x 3

2
2

)
= −aakx 3

2
2x

k + b2k

(
x 3

2
5
2
xk − xkx 3

2
5
2

)
− (a+ 1)b2kx

kx 3
2
2

=
(
b2k(k(G − 1)− a− 1)− aak

)
x 3

2
2x

k. ■

Step 3. If G ∈ N>2, then GK-dimB(V ) =∞.

Proof of Step 3. We claim that wn ̸= 0, bn ̸= 0, for all n ∈ N0. Indeed, 2G
2G−1 /∈ Z, so ak ̸= 0

for all k ∈ N. By (6.26), [x 3
2
, wn]c ̸= 0, so wn ̸= 0 for all n ∈ N0. Hence 0 ̸= ∂2(wn) = −bnx

n+1
3
2
2
,

so bn ̸= 0 for all n ∈ N0.
By [6, Lemma 2.3.4], to prove the step it is enough to show that the set

w2n1w2n2 · · · w2nk
, k ∈ N0, n1 < · · · < nk ∈ N, (6.29)

is linearly independent. Otherwise pick a non-trivial linear combination S of elements in (6.29)
homogeneous of minimal degree N . By Step 2, we have

(∂1∂2)
2nk∂2(w2n1w2n2 · · · w2nk

)

=

k∑
i=1

b2niq
2ni+1+···+2nk

21 (∂1∂2)
2nk(w2n1 · · · w2ni−1x

niw2ni+1 · · · w2nk
)
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= nk!b2nk
w2n1w2n2 · · · w2nk−1

,

(∂1∂2)
2m∂2(w2n1w2n2 · · · w2nk

) = 0, if m > nk.

Let M be maximal between the nk’s such that w2n1w2n2 · · · w2nk
has coefficient ̸= 0 in S. Then

0 = (∂1∂2)
2M∂2(S) is a non-trivial linear combination of degree N − 4M − 1, a contradiction.

Thus (6.29) is linearly independent. ■

Step 4. Assume that G = 1. Then (6.15), (6.16) and (6.17) hold in B(V ).

Proof of Step 4. By (6.23), the braiding of Z =
〈
x 3

2
5
2
, x 3

2
2

〉
is minus the flip, hence B(Z) ≃

Λ(Z) hence (6.16) holds. Now ⟨x2, x 5
2
⟩ ≃ the Jordan plane, so (6.17) holds. To check (6.15), we

use (3.3), (3.4), (3.5), (6.13), (6.16):

∂ 5
2

(
x 3

2
5
2
x 5

2
− q12

(
x 5

2
+ 1

2x2
)
x 3

2
5
2

)
= x 3

2
5
2
− x1

(
x 5

2
+ x2

)
−
(
x 3

2
5
2
+ 1

2x 3
2
2

)
+ q12

(
x 5

2
+ 1

2x2
)
x1 = −x1 5

2
− 1

2x 3
2
2 = 0,

∂2
(
x 3

2
5
2
x 5

2
− q12

(
x 5

2
+ 1

2x2
)
x 3

2
5
2

)
= 1

2

((
x 3

2
+ x1

)(
x 5

2
+ x2

)
− x 3

2
5
2
− 1

2x 3
2
2 − q12

(
x 5

2
+ 1

2x2
)(
x 3

2
+ x1

))
= 1

2

(
x 3

2
5
2
+ x1 5

2
+ x 3

2
2 − x 3

2
5
2
− 1

2x 3
2
2

)
= 0,

∂ 5
2

(
x 3

2
5
2
x2 − q12x2x 3

2
5
2

)
= −x1x2 + q12x2x1 = 0,

∂2
(
x 3

2
5
2
x2 − q12x2x 3

2
5
2

)
= x 3

2
5
2
+ 1

2

(
x 3

2
+ x1

)
x2 −

(
x 3

2
5
2
+ 1

2x 3
2
2

)
− 1

2q12x2(x 3
2
+ x1) = 0.

As ∂1, ∂ 3
2
annihilate all the terms in (6.15), both relations hold in B(V ). ■

Step 5. End of the case G = 1.

Proof of Step 5. If B is the algebra with the claimed presentation, then there is a surjective
map B ↠ B

(
S1,+

(
q,−1

2

))
. Now the following relations hold in B:

x1x 3
2
2 = −q12x 3

2
2x1, x 3

2
x 3

2
2 = −q12x 3

2
2x 3

2
, x 3

2
2x 5

2
= q12

(
x 5

2
+ 1

2x2
)
x 3

2
2,

x1x 3
2

5
2
= −q12

(
x 3

2
5
2
− 1

2x 3
2
2

)
x1, x 3

2
x 3

2
5
2
= −q12

(
x 3

2
5
2
− 1

2x 3
2
2

)
x 3

2
.

Hence B is spanned by the monomials in (6.18). It only remains to prove that they are linearly
independent in B(S1,+(q,−1

2)). By direct computations,

∂1
(
xm1

5
2

xm2
2 xm3

3
2

5
2

xm4
3
2
2
xm5

3
2

xm6
1

)
= δm6,1x

m1
5
2

xm2
2 xm3

3
2

5
2

xm4
3
2
2
xm5

3
2

,

∂ 3
2

(
xm1

5
2

xm2
2 xm3

3
2

5
2

xm4
3
2
2
xm5

3
2

)
= δm5,1x

m1
5
2

xm2
2 xm3

3
2

5
2

xm4
3
2
2
,

∂1∂ 5
2

(
xm1

5
2

xm2
2 xm3

3
2

5
2

xm4
3
2
2

)
= −(−1)m4δm3,1x

m1
5
2

xm2
2 xm4

3
2
2
,

∂1∂2
(
xm1

5
2

xm2
2 xm4

3
2
2

)
= −δm4,1x

m1
5
2

xm2
2 .

Thus the case G = 1 follows using again a recursive argument. ■

Step 6. Assume that G = 2. Then (6.19), (6.20) and (6.21) hold in B(V ).

Proof of Step 6. We check these relations using derivations. First we check that

∂ 5
2
(t) = x 3

2
2, ∂2(t) = x 3

2
5
2
, ∂ 5

2
(w) = 0, ∂2(w) = x 3

2
2.
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Using these computations, (3.3), (3.4), (3.6), (6.13) and (6.17), we have

∂ 5
2

(
x 3

2
2x 5

2
− q12x 5

2
x 3

2
2 − w

)
= x 3

2
2 − q12q21x 3

2
2 = 0,

∂2
(
x 3

2
2x 5

2
− q12x 5

2
x 3

2
2

)
= −x1

(
x 5

2
+ x2

)
+ q12x 5

2
x1 = −x1 5

2
= ∂2(w),

∂ 5
2

(
tx 5

2
− q12(x 5

2
+ x2)t

)
= t+ x 3

2
2(x 5

2
+ x2)− q12(x 5

2
+ x2)x 3

2
2 − q12q21(t+ w)

= t+ w− (t+ w) = 0,

∂2
(
tx 5

2
− q12

(
x 5

2
+ x2

)
t
)
= x 3

2
5
2

(
x 5

2
+ x2

)
− q12

(
x 5

2
+ x2

)
x 3

2
5
2
− (t+ w) = 0,

∂ 5
2

(
x 3

2
2t+ q12(t− w)x 3

2
2

)
= x23

2
2
+ q12q21x

2
3
2
2
= 0,

∂2
(
x 3

2
2t+ q12(t− w)x 3

2
2

)
= −q21x1(t− w) + x 3

2
2x 3

2
5
2
− q12(t− w)x1 +

(
x 3

2
5
2
− x 3

2
2

)
x 3

2
2

= −q21[x1, t]c + x = 0,

∂ 5
2

(
wx 5

2
− q12

(
x 5

2
+ x2

)
w
)
= w− q12q21w = 0,

∂2
(
wx 5

2
− q12

(
x 5

2
+ x2

)
w
)
= x 3

2
2(x 5

2
+ x2)− w− q12

(
x 5

2
+ x2

)
x 3

2
2 = 0,

∂ 5
2

(
x 3

2
5
2
t+ q12(t− w)x 3

2
5
2

)
= −q21x1(t− w) + x 3

2
5
2
x 3

2
2 + x 3

2
2

(
x 3

2
5
2
+ x 3

2
2

)
− q12(t− w)x1

= −q21[x1, t]c + x = 0,

∂2
(
x 3

2
5
2
t+ q12(t− w)x 3

2
5
2

)
= q21(x 3

2
+ x1)(t− w) +

(
x 3

2
5
2
− x 3

2
2

)(
x 3

2
5
2
+ x 3

2
2

)
+ x23

2
5
2

+ q12(t− w)
(
x 3

2
+ x1

)
= x− 2x23

2
5
2

+ 2x23
2

5
2

− x = 0.

As ∂1, ∂ 3
2
annihilate all the terms in these relations, they hold in B(V ). ■

Step 7. End of the case G = 2.

Proof of Step 7. If B is the algebra with the claimed presentation, then there is a surjective
map B ↠ B(S1,+(q,−1)). Now the following relations hold in B:

x1t = −q212(t− w)x1 + q12x, x 3
2
t = −q212(t− w)x1 + q12x− 2x23

2
5
2

,

x 3
2
w = −q212wx 3

2
+ q12x, w2 = t2 = 0,

and [x, y]c = 0 for other PBW generators x, y; thus B is spanned by the monomials (6.33). We
prove linear independence in B(S1,+(q,−1)):

∂1
(
xm1
2 xm2

5
2

wm3tm4xm5
3
2
2
xm6xm7

3
2

5
2

xm8
3
2

xm9
1

)
= δm9,1x

m1
2 xm2

5
2

wm3tm4xm5
3
2
2
xm6xm7

3
2

5
2

xm8
3
2

,

∂ 3
2

(
xm1
2 xm2

5
2

wm3tm4xm5
3
2
2
xm6xm7

3
2

5
2

xm8
3
2

)
= δm8,1x

m1
2 xm2

5
2

wm3tm4xm5
3
2
2
xm6xm7

3
2

5
2

,

∂1∂ 5
2

(
xm1
2 xm2

5
2

wm3tm4xm5
3
2
2
xm6xm7

3
2

5
2

)
= −m7x

m1
2 xm2

5
2

wm3tm4xm5
3
2
2
xm6xm7−1

3
2

5
2

∂1∂2∂1∂2
(
xm1
2 xm2

5
2

wm3tm4xm5
3
2
2
xm6

)
= −2m6x

m1
2 xm2

5
2

wm3tm4xm5
3
2
2
xm6−1,

∂1∂2
(
xm1
2 xm2

5
2

wm3tm4xm5
3
2
2

)
= −δm5,1x

m1
2 xm2

5
2

wm3tm4 ,

∂1∂
2
2

(
xm1
2 xm2

5
2

wm3tm4
)
= −δm4,1x

m1
2 xm2

5
2

wm3 ,

∂1∂2∂ 5
2

(
xm1
2 xm2

5
2

wm3
)
= −δm3,1x

m1
2 xm2

5
2

.

Thus the claim follows by a recursive argument as in previous cases. ■
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6.3.3 A pale block and a super Jordan plane

As in Section 6.3.2, we assume that q11 = −1, q12 = q = q−1
21 , b = q22 and G = a ∈ N, cf. (6.4).

But now q22 = −1 so that B(V2) is a super Jordan plane. When G = 1, V is the braided vector
space S1,−(q), see (6.3). To state our result we need the same elements t and w as in (6.14).

Theorem 6.7. The algebra B(V ) has finite GK-dim if and only if G = 1. If G = 1, then
B(S1,−(q)) is presented by generators x1, x 3

2
, x2, x 5

2
with defining relations (3.3), (3.4), (3.6),

(6.13) and

x 3
2
2x 5

2
= −q12x 5

2
x 3

2
2 + w, tx 5

2
= q12

(
x 5

2
− x2

)
t, (6.30)

x 3
2
t = −q212(t+ 2w)x 3

2
− q12x 3

2
2x 3

2
5
2
, wx 5

2
= q12

(
x 5

2
− x2

)
w, (6.31)

x 3
2

5
2
x 3

2
2 = x 3

2
2x 3

2
5
2
− 1

2x
2
3
2
2
, x 5

2
x 5

2
2 = x 5

2
2x 5

2
+ x2x 5

2
2. (6.32)

A PBW-basis is formed by the monomials

xm1
2 xm2

5
2
2
xm3

5
2

wm4tm5xm6
3
2
2
xm7

3
2

5
2

xm8
3
2

xm9
1 ,

m1,m4,m5,m8,m9 ∈ {0, 1}, m2,m3,m6,m7 ∈ N0.
(6.33)

Hence GK-dimB(S1,−(q)) = 4.

Proof. We use (6.13) to check that

g1 · x 3
2

5
2
= −q12

(
x 3

2
5
2
+ ax 3

2
2

)
, g2 · x 3

2
5
2
= −q21

(
x 3

2
5
2
+ (a− 1)x 3

2
2

)
.

From these equalities and Lemma 6.4, we get

c
(
x 3

2
i ⊗ x 3

2
2

)
= x 3

2
2 ⊗ x 3

2
i, c

(
x 3

2
i ⊗ x 3

2
5
2

)
=

(
x 3

2
5
2
+ (2a− 1)x 3

2
2

)
⊗ x 3

2
i, i = 2, 52 .

Then ⟨x 3
2

5
2
, x 3

2
2⟩ is a braided vector subspace of K1.

Step 1. The Nichols algebra of ⟨x 3
2

5
2
, x 3

2
2⟩ is isomorphic to the Jordan plane. Then the set{

xa3
2
2
xb3

2
5
2

| a, b ∈ N0

}
is a basis of the subalgebra k

〈
x 3

2
2, x 3

2
5
2

〉
and

x 3
2

5
2
xn3

2
2
= xn3

2
2
x 3

2
5
2
− (2a−1)n

2 xn+1
3
2
2

for all n ∈ N. (6.34)

We define wn ∈ B(V ) recursively by w0 := x2 and

wn+1 :=
[
x 3

2
5
2
, wn

]
c
= x 3

2
5
2
wn − (g1g2 · wn)x 3

2
5
2
, n ∈ N.

Thus w = w1, see above. We also define scalars an, bn by

an := − 1

2n+1G

n∏
k=0

(
(2G − 1)k − 2G

)
,

bn+1 := (−1)nG an − bn

(
(2G − 1)n

2
+ (G − 1)

)
.

Step 2. We have

[x 3
2
2, wn]c = [x1, wn]c = 0, [x 3

2
, wn]c = qn12anx

n+1
3
2
2
. (6.35)

g1 · wn = (−1)nqn+1
12 wn, g2 · wn = (−1)n+1qn21wn. (6.36)

∂2(wn) = bnx
n
3
2
2
, ∂i(wn) = 0, i = 1, 32 ,

5
2 , n ∈ N0. (6.37)
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Proof of Steps 1 and 2. We proceed recursively on n ∈ N0. For n = 0, the first two equalities
of (6.35) follow since x22 = 0 = (adc x1)x2, while the last one, (6.36) and (6.37) are straightfor-
ward. Assume that (6.35), (6.36) and (6.37) hold for n. Then

g1 · xn+1 =
[
−q12

(
x 3

2
5
2
+ ax 3

2
2

)
, (−1)nqn+1

12 wn
]
c
= (−1)n+1qn+2

12 wn+1,

g2 · xn+1 = (−1)n+2qn+1
21

[
x 3

2
5
2
+ (a− 1)x 3

2
2, wn

]
c
= (−1)n+2qn+1

21 wn+1,[
x 3

2
2, wn+1

]
c
=

[[
x 3

2
2, x 3

2
5
2

]
c
, wn

]
c
+
(
g1g2 · x 3

2
5
2

)[
x 3

2
2, wn

]
c
+ q12

[
x 3

2
2, wn

]
c
x 3

2
5
2

= −2a−1
2

[
x23

2
2
, wn

]
c
= 0,

[x1, wn+1]c =
[[
x1, x 3

2
5
2

]
c
, wn

]
c
+
(
g1 · x 3

2
5
2

)
[x1, wn]c + q12[x1, wn]cx 3

2
5
2
= 0,[

x 3
2
, wn+1

]
c
=

[[
x 3

2
, x 3

2
5
2

]
c
, wn

]
c
+
(
g1 · x 3

2
5
2

)[
x 3

2
, wn

]
c
+ q12

[
x 3

2
, wn

]
c
x 3

2
5
2

= −qn+1
12 an

(
x 3

2
5
2
+ ax 3

2
2

)
xn+1

3
2
2

+ qn+1
12 anx

n+1
3
2
2
x 3

2
5
2

= qn+1
12 an

(2a−1)(n+1)−2a
2 xn+2

3
2
2

= an+1q
n+1
12 xn+2

3
2
2
,

by (2.3), Lemma 6.4 and the inductive hypothesis. We conclude that

wn+1 = x 3
2

5
2
wn + q12wnx 3

2
5
2
, so ∂1(wn+1) = ∂ 3

2
(wn+1) = 0,

∂ 5
2
(wn+1) = (−1)nqn21x1wn − q12wnx1 = (−1)nqn21[x1, wn]c = 0.

Finally, we compute the remaining skew-derivation:

∂2(wn+1) = (−1)nqn21a(x 3
2
+ x1)wn + bnx 3

2
5
2
xn3

2
2
− bnx

n
3
2
2

(
x 3

2
5
2
+ (a− 1)x 3

2
2

)
− aq12wn(x 3

2
+ x1)

= (−1)nqn21a
([
x 3

2
, wn

]
c
+ [x1, wn]c

)
− bn

(
(2a− 1)n

2
− (a− 1)

)
xn+1

3
2
2

=

(
(−1)naan − bn

(
(2a− 1)n

2
+ (a− 1)

))
xn+1

3
2
2

= bn+1x
n+1
3
2
2
. ■

Step 3. If G ∈ N≥2, then GK-dimB(V ) =∞.

Proof of Step 3. First we claim that wn ̸= 0, bn ̸= 0, for all n ∈ N0.
If G = a ≥ 2, then 2G

2G−1 = 1 + 1
2G−1 /∈ Z, so an ̸= 0 for n ∈ N. By (6.35), we have

[x 3
2
, wn]c ̸= 0, so wn ̸= 0. By (6.37), 0 ̸= ∂2(wn), so bn ̸= 0.

By [6, Lemma 2.3.4], to prove the step it is enough to show that the set

wn1wn2 · · · wnk
, k ∈ N0, n1 < · · · < nk ∈ N (6.38)

is linearly independent. Otherwise pick a non-trivial linear combination S of elements in (6.38),
homogeneous of minimal degree N . By Step 2, we have

(∂1∂2)
nk∂2(wn1wn2 · · · wnk

)

=

k∑
i=1

bni(−1)ni+1+···+nk+k−iq
ni+1+···+nk

21 (∂1∂2)
nk
(
wn1 · · · wni−1x

ni+1
3
2
2

wni+1 · · · wnk

)
= (−1)nknk!bnk

wn1wn2 · · · wnk−1
,

(∂1∂2)
m∂2(wn1wn2 · · · wnk

) = 0, if m > nk.

Let M be maximal between the nk’s such that wn1wn2 · · · wnk
has coefficient ̸= 0 in S. Then

0 = (∂1∂2)
M∂2(S) is a non-trivial linear combination of degree N − 2M − 1, a contradiction.

Thus (6.38) is linearly independent. ■
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Step 4. Assume that G = 1. Then (6.30), (6.31) and (6.32) hold in B(V ).

The first relation in (6.32) is (6.34) for n = a = 1 while the second holds since
〈
x2, x 5

2

〉
≃

the Jordan super plane. Next we check (6.30) and (6.31). First we use (6.13) and that w is w1
in Step 2 to get

∂ 5
2
(t) = x 3

2
2, ∂2(t) = x 3

2
5
2
, ∂ 5

2
(w) = 0, ∂2(w) = x 3

2
2.

Using these computations, (3.3), (3.4), (3.6), (6.13) and (6.32), we have

∂ 5
2

(
x 3

2
2x 5

2
+ q12x 5

2
x 3

2
2

)
= 0 = ∂ 5

2
(w),

∂2
(
x 3

2
2x 5

2
+ q12x 5

2
x 3

2
2

)
= −x 3

2

(
−x 5

2
+ x2

)
− q12x 5

2
x 3

2
= x 3

2
2 = ∂2(w);

∂ 5
2

(
tx 5

2
− q12

(
x 5

2
− x2

)
t
)
= ∂2

(
tx 5

2
− q12

(
x 5

2
− x2

)
t
)
= 0;

∂ 5
2

(
wx 5

2
− q12

(
x 5

2
− x2

)
w
)
= ∂2

(
wx 5

2
− q12

(
x 5

2
− x2

)
w
)
= 0;

∂ 5
2

(
x 3

2
t+ q212(t+ 2w)x 3

2

)
= x 3

2
x 3

2
2 + q12x 3

2
2

(
x 3

2
+ x1

)
= q12x 3

2
2x1,

∂ 5
2

(
x 3

2
2x 3

2
5
2

)
= −x 3

2
2x1,

∂2
(
x 3

2
t+ q212(t+ 2w)x 3

2

)
= x 3

2
x 3

2
5
2
+ q12

(
x 3

2
5
2
+ 2x 3

2
2

)
(x 3

2
+ x1)

= q12x 3
2
2x 3

2
+ q12x 3

2
5
2
x1 + 2q12x 3

2
2x1,

∂2
(
x 3

2
2x 3

2
5
2

)
= q21x1x 3

2
5
2
− x 3

2
2

(
x 3

2
+ x1

)
= −x 3

2
5
2
x1 − x 3

2
2x 3

2
− 2x 3

2
2x1.

As ∂1, ∂ 3
2
annihilate all the terms in (6.30) and (6.31), they hold in B(V ).

Let B be the algebra with the claimed presentation. Then there is a surjective map B ↠
B(S1,−(q)). Also the following relations hold in B:

x1t = −q212(t+ 2w)x1 − 1
2x

2
3
2
2
, x 3

2
x 5

2
2 = q212x 5

2
2x 3

2
+ 2w,

x 3
2
w = −q212wx 3

2
− 1

2x
2
3
2
2
, x 3

2
2x 5

2
2 = q212x 5

2
2x 3

2
2 + 2q12x2w,

tx2 = q12x2t+ 3q12x2w+ x 5
2
2x 3

2
2, w2 = t2 = 0,

and [x, y]c = 0 for other pairs of PBW generators x, y.

Hence B is spanned by the monomials in (6.33). It only remains to prove that they are
linearly independent in B(S1,−(q)). By direct computations,

∂1∂ 3
2

(
xm1
2 xm2

5
2
2
xm3

5
2

wm4tm5xm6
3
2
2
xm7

3
2

5
2

xm8
3
2

xm9
1

)
= δm9,1δm8,1x

m1
2 xm2

5
2
2
xm3

5
2

wm4tm5xm6
3
2
2
xm7

3
2

5
2

,

∂1∂ 5
2

(
xm1
2 xm2

5
2
2
xm3

5
2

wm4tm5xm6
3
2
2
xm7

3
2

5
2

)
= −m7x

m1
2 xm2

5
2
2
xm3

5
2

wm4tm5xm6
3
2
2
xm7−1

3
2

5
2

,

∂1∂2
(
xm1
2 xm2

5
2
2
xm3

5
2

wm4tm5xm6
3
2
2

)
= −m6x

m1
2 xm2

5
2
2
xm3

5
2

wm4tm5xm6−1
3
2
2

,

∂1∂2∂ 5
2

(
xm1
2 xm2

5
2
2
xm3

5
2

wm4tm5
)
= −δm5,1x

m1
2 xm2

5
2
2
xm3

5
2

wm4 ,

∂1∂2∂ 5
2

(
xm1
2 xm2

5
2
2
xm3

5
2

wm4
)
= −δm4,1x

m1
2 xm2

5
2
2
xm3

5
2

.

Thus the proof follows using a recursive argument as in previous cases. ■
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