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Abstract. In this paper we study two different ways of coupling a local operator with a nonlocal
one in such a way that the resulting equation is related to an energy functional. In the first strategy
the coupling is given via source terms in the equation and in the second one a flux condition in
the local part appears. For both models we prove existence and uniqueness of a solution that is
obtained via direct minimization of the related energy functional. In the second part of this paper
we extend these ideas to deal with local/nonlocal elasticity models in which we couple classical local
elasticity with nonlocal peridynamics.

1. Introduction

Our main goal in this paper is to show existence and uniqueness of solutions to two different
coupled local/nonlocal equations that are naturally associated with two different energies. We deal
both with the scalar and the vectorial case (covering elasticity models).

Nonlocal models can describe phenomena not well represented by classical Partial Differential
Equations, PDE, (including problems characterized by long-range interactions and discontinuities).
For instance, in the context of diffusion, long-range interactions effectively describe anomalous
diffusion, while in the context of mechanics, cracks formation results in material discontinuities.
The fundamental difference between nonlocal models and classical local models is the fact that
the latter only involve differential operators, whereas the former rely on integral operators. For
general references on nonlocal models with applications to elasticity, population dynamics, image
processing, etc, the list is quite large. For a glimpse we refer to [6, 7, 9, 10, 11, 13, 14, 15, 20, 22,
26, 29, 34, 35, 36, 37, 39, 40] and the book [3].

It is often the case that nonlocal effects are concentrated only in some parts of the domain,
whereas, in the remaining parts, the system can be accurately described by a PDE. The goal of
coupling local and nonlocal models is to combine a local equation (a PDE) with a nonlocal one
(an integral equation), under the assumption that the location of local and nonlocal effects can be
identified in advance. In this context, one of the challenges of a coupling strategy is to provide a
mathematically consistent formulation.

From a mathematical point of view, interesting properties arise from coupling local and nonlocal
models, see [4, 5, 16, 17, 21, 23, 24, 27, 30] and references therein. As previous examples of
coupling approaches between local and nonlocal regions we refer the reader to [1, 4, 5, 16, 17,
18, 21, 23, 24, 25, 27, 30, 31, 32, 33] the survey [19] and references therein. Previous strategies
treat the coupling condition as an optimization objective (the goal is to minimize the mismatch of
the local and nonlocal solutions on the overlap of their sub-domains). Another example relies on
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the partitioned procedure as a general coupling strategy for heterogeneous systems, the system is
divided into sub-problems in their respective sub-domains, which communicate with each other via
transmission conditions. In [7] the effects of network transportation on enhancing biological invasion
is studied. The proposed mathematical model consists of one equation with nonlocal diffusion in a
one-dimensional domain coupled via the boundary condition with a standard reaction-diffusion, in
a two-dimensional domain. The results suggested that the fast diffusion enhances the spread in the
domain in which the local diffusion takes place. In [16], local and nonlocal problems were coupled
through a prescribed region in which both kinds of equations overlap (the value of the solution in
the nonlocal part of the domain is used as a Dirichlet boundary condition for the local part and
vice-versa). This kind of coupling gives continuity of the solution in the overlapping region but
does not preserve the total mass when Neumann boundary conditions are imposed. In [16] and
[21], numerical schemes using local and nonlocal equations were developed and used to improve the
computational accuracy when approximating a purely nonlocal problem. In [24] and [30] (see also
[23, 27]), evolution problems related to energies closely related to ours are studied (here we deal
with stationary problems).

In this paper we introduce two different ways of coupling local and nonlocal models. Let us
describe briefly what we have in mind and refer to the next section for the precise hypothesis and
statements of our results. Here we fix a bounded domain Ω ⊂ RN that is divided into two disjoint
subdomains Ω`,Ωn` ⊂ Ω, Ω` ∪Ωn` = Ω, Ω` ∩Ωn` = ∅. In the first one, Ω`, we have a local operator
while in the second one, Ωn`, we have a nonlocal operator. Therefore, we look for an energy that
involves terms like

∫
Ω`

∣∇u(x)∣2

2
dx

(this is related to a local operator, the Laplacian, in Ω`) and

1

2
∫

Ωn`
∫

Ωn`
J(x − y)(u(y) − u(x))2 dydx

(that gives a nonlocal operator in Ωn`). The main issue is then to couple the two regions. We
deal here with two different couplings that we will call volumetric and mixed couplings. Volumetric
couplings describe interactions between sets of positive N−dimensional measure while in mixed
couplings volumetric parts of Ωn` and lower dimensional parts of Ω` can interact with each other.
In the first case we add to our energy a term like

1

2
∫

Ω`
∫

Ωn`
J(x − y)(u(y) − u(x))2 dydx

(notice that here we are integrating in Ω` ×Ωn`) and in the latter case we fix a hypersurface on the
boundary of Ω` (that we call Γ) and we add

1

2
∫

Ωnl
∫

Γ
G(x, z) (u(x) − u(z))2 dσ(z)dx

(remark that here we are integrating in Ωnl × Γ and that Γ is a lower dimensional set).
Here we develop the theory looking for minimizers of energies that combine the previous terms.

We show that under very general conditions on the domains and the kernels (conditions that
mainly ensure some connectedness of the underlying topology behind the resulting problem) we
have existence and uniqueness of a minimizer that verifies a set of equations coupling local and
nonlocal operators. We deal both with the scalar and the vectorial case (in this last case we are able
to include couplings between classical local elasticity models and the nonlocal elasticity model called
peridynamics). To make the exposition as simple as possible we consider homogeneous Dirichlet
boundary/exterior data.
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The paper is organized as follows: in 2 we introduce the precise conditions that we impose on
our sets and kernels and we state our main results; in 3 we deal with the scalar case and in 4 we
tackle the more involved vectorial case including elasticity models; finally, in 5 we mention some
possible extensions of our results.

2. Main Results

Let us describe in detail the general setting that we consider here. Along this work we consider
an open bounded domain Ω ⊂ RN . In our models it is assumed that Ω is divided into two disjoint
subdomains Ω`,Ωn` ⊂ Ω. The first one, Ω`, is where local phenomena take place and the second one,
Ωn`, is the domain where nonlocal effects occur. We assume that we can write Ω = (Ω`∪Ωn`)○ (both
subdomains Ω` and Ωn` are assumed to be open). Notice that it may happen that ∂Ω` ∩ ∂Ω ≠ ∅ or
∂Ω` ⊂ Ω as illustrated in Figure 1 (it also may happen that ∂Ωn` ∩ ∂Ω ≠ ∅ or ∂Ωn` ⊂ Ω).

Figure 1. Two possible partitions Ω` ∪Ωn` = Ω.

We will consider a nonlocal operator that involves a kernel J ∶ RN → R that is a nonnegative
measurable function. For J we assume

(J1) there exist δ > 0 and C > 0 such that J(z) > C for all z such that ∥z∥ ≤ 2δ.
(J2) the convolution TJ(f) = J ∗ f defines a compact operator in L2(Ωn`).
In our models, J is a kernel that encodes the effect of a general volumetric nonlocal interaction.

Condition (J1) guarantees the influence of nonlocality within an horizon of size at least 2δ while
(J2) is a technical requirement fulfilled, for instance, by continuous kernels, characteristic functions,
or even for L2 kernels, (this holds since these kernels produce Hilbert-Schmidt operators of the form
f ↦ T (f)(x) ∶= ∫ k(x, y)f(y)dy that are compact if k ∈ L2, see Chapter VI in [8]).

Now we need to introduce a connectivity condition.

Definition 2.1. We say that an open set D ⊂ RN is δ−connected , with δ ≥ 0, if it can not be
written as a disjoint union of two (relatively) open nontrivial sets that are at distance greater or
equal than δ.

Notice that if D is δ connected then it is δ′ connected for any δ′ ≥ δ. From 2.1, we notice that
0−connectedness agrees with the classical notion of being connected (in particular, open connected
sets are δ−connected). 2.1 can be written in an equivalent way: an open set D is δ−connected if
given two points x, y ∈ D, there exists a finite number of points x0, x1, ..., xn ∈ D such that x0 = x,
xn = y and dist(xi, xi+1) < δ.

Loosely speaking δ-connectedness combined with (J1) says that the effect of nonlocality can
travel beyond the horizon 2δ through the whole domain.

With 2.1 at hand we can write the following extra assumptions on the local/nonlocal sets.

(1) Ω` is connected and smooth (Ω` has Lipschitz boundary),
(2) Ωn` is δ−connected.

In order to keep our presentation as simple as possible volumetric couplings are modeled by
means of the same kernel J (however, other choices are possible, see 2.4 below).
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Mixed couplings, on the other hand, are restricted to interactions of Ωn` with a fixed smooth
hypersurface Γ ⊂ ∂Ω`. In this context a nonnegative and measurable function G ∶ Γ × Ωn` ↦ R,
plays the role of the associated kernel. The following condition is a substitute of the volumetric
counterpart.

(G1) there exist δ > 0 and C > 0 such that for any (x, y) ∈ Γ ×Ωn`, G(x, y) > C if ∥x − y∥ ≤ 2δ.

Finally, in order to avoid trivial couplings in any of the two cases, we impose that Ω` and Ωn` need
to be closer than the horizon of the involved kernel,

(P1) dist(Ω`,Ωn`) < δ,
(P2) dist(Γ,Ωn`) < δ.

Remark 2.2. Our results are valid for more general domains. In fact, we assumed that Ω` is
connected and that Ωn` is δ−connected with dist(Ω`,Ωn`) < δ, but we can also handle the case in
which Ω` has several connected components and Ωn` has several δ−connected components as long
as they are close between them. See Remark 3.4 for extra details. We prefer to state our results
under conditions (1), (2), (G1) and (P1), (P2) just to simplify the presentation.

2.1. Scalar problems. As a warm up we first deal with the scalar case, that is, we look for
minimizers of local/nonlocal energies with different coupling terms defined for real valued functions
u ∶ Ω ↦ R. This case is simpler but it contains many of the difficulties that we face when dealing
with the complete elasticity local/nonlocal model. As it is usual when one deals with nonlocal
problems one needs u to be defined outside Ω by imposing that u agrees with a prescribed datum,
see below.

Let us introduce the models and energies that we study.

2.1.1. First model. Coupling local/nonlocal problems via source terms. Our aim is to look for a
scalar problem with an energy that combines local and nonlocal terms acting in different subdo-
mains, Ω` and Ωn`, of Ω.

Figure 2. Nonlocal interactions from x in the first model

We consider the following energy:

Ei(u) ∶= ∫
Ω`

∣∇u(x)∣2

2
dx + 1

2
∫

Ωn`
∫
RN

J(x − y)(u(y) − u(x))2 dydx − ∫
Ω
f(x)u(x)dx.

Notice that here we are integrating in the whole RN , hence, to evaluate this energy we have to
take a fixed exterior datum (that we assume homogeneous for simplicity) u(x) = 0, for x /∈ Ω. For a
non-homogeneous datum u = gd ≠ 0 in RN ∖Ω we just have to extend gd to the whole RN and then
consider the problem for w = u − gd.

In this energy we have

1

2
∫

Ωn`
∫
RN

J(x − y)(u(y) − u(x))2 dydx (2.1)

that can be decomposed as

1

2
∫

Ωn`
∫
RN∖Ω`

J(x − y)(u(y) − u(x))2 dydx + 1

2
∫

Ωn`
∫

Ω`
J(x − y)(u(y) − u(x))2 dydx.
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The first part gives a nonlocal operator in Ωn` while the second term encodes the coupling between
Ωn` and Ω`. In the double integral (2.1) we observe that two points, x and y, interact if and only
if one of them is in Ωn`.

Notice that the energy Ei is well defined and finite for functions in the space

Hi = {u ∈ L2(Ω), u∣Ω` ∈H
1(Ω`), u = 0 in RN ∖Ω}.

Here we look for minimizers of Ei in Hi. Our first result reads as follows:

Theorem 2.3. Assume (J1), (J2), (1), (2) and (P1). Given f ∈ L2(Ω) there exists a unique
minimizer of Ei in Hi. The unique minimizer is a weak solution to the equation

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

−f(x) = ∆u(x) + ∫
Ωn`

J(x − y)(u(y) − u(x))dy, x ∈ Ω`,

∂ηu(x) = 0, x ∈ ∂Ω` ∩Ω,

u(x) = 0, x ∈ ∂Ω ∩ ∂Ω`,

(2.2)

in Ω` and to the following nonlocal equation in Ωn`, with the nonlocal Dirichlet exterior condition
⎧⎪⎪⎪⎨⎪⎪⎪⎩

−f(x) =∫
RN∖Ωn`

J(x − y)(u(y) − u(x))dy + 2∫
Ωn`

J(x − y)(u(y) − u(x))dy, x ∈ Ωn`,

u(x) = 0, x ∈ RN ∖Ω.
(2.3)

Remark 2.4. We can consider more general energies such as

Ei(u) ∶= ∫
Ω`

∣∇u(x)∣2

2
dx + 1

2
∫

Ωn`
∫
RN∖Ω`

J(x − y)(u(y) − u(x))2 dydx

+1

2
∫

Ωn`
∫

Ω`
G(x − y)(u(y) − u(x))2 dydx − ∫

Ω
f(x)u(x)dx.

(2.4)

Here there are two different kernels involved, J and G. The use of a different kernel for the
interactions between Ω` and Ωn` can be handled with similar arguments (see below, where in
our second model we deal with two different kernels, the second one acting in sets of different
dimension). In this first model, to simplify the presentation, we prefer to consider only one kernel
and take J = G in (2.4).

Remark 2.5. A probabilistic interpretation of this model in terms of particle systems runs as follows:
take an exponential clock that controls the jumps of the particles, in the local region Ω` the particles
move continuously according to Brownian motion (with a reflexion at Γ, the part of the boundary
of Ω` inside Ω) and when the clock rings a new position is sorted according to the kernel J(x − ⋅),
then they jump if the new position is in the nonlocal region Ωn` (if the sorted position lies outside
Ωn` then particles just continue moving by Brownian motion ignoring the ring of the clock); while
in the nonlocal region Ωn` the particles stay still until the clock rings and then they jump using the
kernel J(x − ⋅) to select the new position in the whole RN . The particle gets killed when it arrives
to RN ∖Ω (coming from Ω` by Brownian motion or jumping from Ωn`).

The minimizer to our functional Ei(u) gives the stationary distribution of particles provided that
there is an external source f (that adds particles where f > 0 and remove particles where f < 0).

Remark 2.6. We can also consider the energy

Ẽi(u) ∶= ∫
Ω`

∣∇u(x)∣2

2
dx + 1

2
∫
RN∖Ω`

∫
RN

J(x − y)(u(y) − u(x))2 dydx − ∫
Ω
f(x)u(x)dx.

Notice that now the double integral takes place in the set (RN ∖Ω`) ×RN . Here we have that two
points, x and y, interact if and only if one of them is not in Ω` (therefore, now there are nonlocal
interactions between Ω` and RN ∖Ω that were not present in the previous energy Ei). .
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With the same ideas used to deal with Ei we can show that there is a unique minimizer of Ẽi in
Hi = {u ∈ L2(Ω), u∣Ω` ∈H1(Ω`), u = 0 in RN ∖Ω}. In this case the limit problem reads as

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

−f(x) = ∆u(x) + ∫
RN∖Ω`

J(x − y)(u(y) − u(x))dy, x ∈ Ω`, t > 0,

∂ηu(x) = 0, x ∈ ∂Ω` ∩Ω,

u(x) = 0, x ∈ ∂Ω ∩ ∂Ω`,

and
⎧⎪⎪⎪⎨⎪⎪⎪⎩

−f(x) =∫
RN∖Ωn`

J(x − y)(u(y) − u(x))dy + 2∫
Ωn`

J(x − y)(u(y) − u(x))dy, x ∈ Ωn`,

u(x) = 0, x ∈ RN ∖Ω.

2.1.2. Second model. Coupling local/nonlocal problems via flux terms. For the second model we
fix a smooth hypersurface Γ ⊂ ∂Ω` ∩Ω, and use a different nonnegative kernel G ∶ Γ×Ωn` ↦ R that
will control the coupling between the local and the nonlocal regions.

Figure 3. Nonlocal interactions from x in the second model

Our aim now is to look for a scalar problem with an energy that combines local and nonlocal
terms acting in different subdomains, Ω` and Ωn`, of Ω, but now the coupling is made balancing
the fluxes across the two subdomains, in the local domain we use the flux across Γ.

For a scalar function u ∶ Ω↦ R, u ∈ L2(Ω) we consider

Eii(u) ∶= ∫
Ω`

∣∇u(x)∣2

2
dx + 1

2
∫

Ωn`
∫
RN∖Ω`

J(x − y)(u(y) − u(x))2 dydx

+1

2
∫

Ωnl
∫

Γ
G(x, z) (u(x) − u(z))2 dσ(z)dx − ∫

Ω
f(x)u(x)dx.

Notice that here we are integrating again in the whole RN , hence, to evaluate this energy we
have to take a fixed exterior datum u(x) = 0, for x /∈ Ω. As before, we just considered homogeneous
Dirichlet conditions. Hence, we look for minimizers in the natural set associated with the energy
and the Dirichlet exterior boundary condition,

Hii = {u ∈ L2(Ω), u∣Ω` = u ∈H
1(Ω`), u = 0 in RN ∖Ω}.

Our result for this second case reads as follows,

Theorem 2.7. Assume (J1), (J2), (1), (2), (G1) and (P2). Given f ∈ L2(Ω) there exists a
unique minimizer u of Eii in Hii. The unique minimizer u is a weak solution to a local equation
in Ω`,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

−f(x) = ∆u(x) x ∈ Ω`,

u(x) = 0, x ∈ ∂Ω` ∩ ∂Ω,

∂u

∂η
(x) = χΓ(x)∫

Ωnl
G(x, y)(u(y) − u(x))dy, x ∈ ∂Ω` ∩Ω,

(2.5)
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and a nonlocal one in Ωn`,

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

−f(x) = 2∫
Ωn`

J(x − y)(u(y) − u(x))dy + ∫
Γ
G(y, x)(u(x) − u(y))dσ(y)

−∫
RN∖Ω

J(x − y)u(x)dy, x ∈ Ωn`,

u(x) = 0, x ∈ RN ∖Ω.

(2.6)

Notice that here the coupling term appears as a flux boundary condition for the local part of
the problem.

Remark 2.8. A probabilistic interpretation of this model in terms of particle systems runs as follows:
in the local region Ω` the particles move according to Brownian motion and when they arrive to
the interface Γ they pass to the nonlocal region; in the nonlocal region, as before, we take an
exponential clock that controls the jumps of the particles, and when the clock rings a new position
is sorted according to the kernel J(x − ⋅) (for the movements from Ωn` to RN ∖Ω) or according to
G(⋅, x) for jumping back to the local region entering at a point in the hypersurface, Γ. The particle
gets killed when it arrives to RN ∖Ω.

As before, the minimizer to our functional Eii(u) gives the stationary distribution of particles
provided that there is an external source f (that adds particles where f > 0 and remove particles
where f < 0).

2.2. Vectorial problems. Following the scalar case, we look for functions U ∶ Ω → RN , that
are minimizers of local/nonlocal energies restricting our interest to ‘elastic’ related models. As
in the scalar case, one needs U to be defined outside Ω (i.e. in the whole RN ) by imposing a
prescribed datum, see below. For the sake of simplicity we consider in detail only the quadratic
functional associated to the linearized equations of elasticity. Some possible extensions for more
general functionals are pointed out in 5.4.

2.2.1. First model.Coupling local/nonlocal elasticity models via source terms. In this case, we
consider the local/nonlocal energy

EI(U) ∶= Ξ(U) + 1

2
∫

Ωn`
∫
RN

J(x − y)∣(x − y) ⋅ (U(y) −U(x))∣2 dydx − ∫
Ω
F (x)U(x)dx, (2.7)

with

Ξ(U) ∶= µ∫
Ω`

∣E(U)(x)∣2dx + λ
2
∫

Ω`
(div(U)(x))2dx,

and where E(U) stands for the so-called linearized strain tensor

E(U) = ∇U +∇UT

2
, (2.8)

and µ,λ, are the so-called Lamé coefficients (that we assume to be positive).
Since we are integrating in the whole RN , we have to take a fixed Dirichlet exterior datum

U(x) = GD(x), for x /∈ Ω. As we did before for the scalar case, we write in detail the homogenous
case, i.e. we assume GD ≡ 0. In this context, we look for minimizers in the space

HI = {U ∶ U ∣Ω ∈ L2(Ω ∶ RN), u∣Ω` ∈H
1(Ω` ∶ RN), U = 0 in RN ∖Ω}.

For this model we have the following theorem, where we use the standard notation σ(x) for the
linearized stress tensor σ = 2µE(U)+λdiv(U) Id and where Div denotes the -capitalized- divergence
operator acting on matrices in a row-wise sense.
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Theorem 2.9. Assume (J1), (J2), (1), (2) and (P1). Given F ∈ L2(Ω) there exists a unique
minimizer U of EI in HI . Moreover, the minimizer U of EI in HI is a weak solution to

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

F (x) =Div(σ(x)) + ∫
Ωn`

J(x − y)[(x − y)⊗ (x − y)](U(x) −U(y))dy, x ∈ Ω`,

σ(x)η = 0, x ∈ Γ = ∂Ω` ∩ ∂Ωn`,

U(x) = 0, x ∈ ∂Ω ∩ ∂Ω`,

in Ω` and

F (x) = ∫
RN∖Ωn`

J(x − y) [(x − y)⊗ (x − y)] (U(x) −U(y))dy

+ 2∫
Ωn`

J(x − y) [(x − y)⊗ (x − y)] (U(x) −U(y))dy,

in Ωn`.

Remark 2.10. In classical elasticity theory [12, 28], internal forces arising between neighboring
parts of a solid body are assumed to act “locally” across the common boundary between them. In
peridynamics, material points can interact with one another within a certain length scale -usually
called a horizon- through a bond. Thanks to this approach, it is possible to reflect properties of the
microstructure of the body, a capability beyond the classical elasticity theory. In our model, the
elastic energy (2.7), takes into account the interaction between two different materials. We assume
that the deformation field associated to one of them (occupying the portion described by Ω`) can
be properly described by the classical linearized elasticity while for the other material (described
by Ωn`), a nonlocal (peridynamic) model is better suited. Both parts interact through the bond
modelled by the kernel J .

There are basically two different approaches for finding static or equilibrium states in mechanics.
By minimizing an appropriate energy functional or by balancing all the involved forces acting on
the system. In this case, the explicit form of these forces are visible in the Euler-Lagrange equations
associated to our minimization problem, given in 2.9.

2.2.2. Second model. Coupling local/nonlocal elasticity models via flux terms. For U ∶ Ω → RN ,
and Γ ⊆ ∂Ω` ∖ ∂Ω, we consider the local/nonlocal energy

EII(u) ∶= Ξ(U) + 1

2
∫

Ωn`
∫
RN∖Ω`

J(x − y)∣(x − y) ⋅ (U(y) −U(x))∣2 dydx

+1

2
∫

Ωn`
∫

Γ
G(x, y)∣(x − y) ⋅ (U(y) −U(x))∣2 dσ(y)dx − ∫

Ω
F (x)U(x)dx.

(2.9)

Notice that, as in the first model, we are integrating in the whole RN , therefore to evaluate this
energy we have to take a fixed Dirichlet exterior datum. To simplify, as we did before, we just
consider homogeneous Dirichlet conditions, U(x) = 0, for x /∈ Ω.

For this energy, we look for minimizers in the space

HII = {U ∶ U ∣Ω ∈ L2(Ω ∶ RN), U ∣Ω` ∈H
1(Ω` ∶ RN), U = 0 in RN ∖Ω}.

We prove the following result.
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Theorem 2.11. Assume (J1), (J2), (1), (2), (G1) and (P2). Given F ∈ L2(Ω), there exists a
unique minimizer U of EII in HII . The minimizer U is a weak solution to the following local-
nonlocal system,

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

F (x) =Div(σ(x)), x ∈ Ω`,

σ(x)η = ∫
Ωn`

G(y, x) [(x − y)⊗ (x − y)] (U(x) −U(y))Tdy, x ∈ Γ = ∂Ω` ∩ ∂Ωn`,

U(x) = 0, x ∈ ∂Ω ∩ ∂Ω`,

in Ω` and

F (x) = ∫
RN∖Ω

J(x − y) [(x − y)⊗ (x − y)] (U(x) −U(y))dy

+ 2∫
Ωn`

J(x − y) [(x − y)⊗ (x − y)] (U(x) −U(y))dy

+ ∫
Γ
G(x, y) [(x − y)⊗ (x − y)] (U(x) −U(y))dσ(y),

in Ωn`.

Remark 2.12. The energy (2.9) resembles (2.7), however the part of Ω` seen from Ωn` is placed at
the boundary and localized in Γ. Notice that now the interaction between the local and nonlocal
parts of the domain takes place between points in Ωn` and points on Γ. In this case, the bond is
given by a different operator encoded by the function G.

3. The scalar case

Our goal in this section is to look for different energies involving a scalar function that combine
local terms acting in Ω` and nonlocal ones in Ωn` plus a coupling term.

3.1. First model Coupling local/nonlocal problems via source terms. We study the exis-
tence and uniqueness of minimizers to the local/nonlocal energy,

Ei(u) ∶= ∫
Ω`

∣∇u(x)∣2

2
dx + 1

2
∫

Ωn`
∫
RN

J(x − y)(u(y) − u(x))2 dydx − ∫
Ω
f(x)u(x)dx,

in the set Hi given by

Hi = {u ∈ L2(Ω), u∣Ω` ∈H
1(Ω`), u = 0 in RN ∖Ω}.

To begin with our analysis of this problem we introduce a couple of useful lemmas.

Lemma 3.1. Let D be an open δ connected set, and u ∶D → R. If

∫
D
∫
D
J(x − y)(u(x) − u(y))2dydx = 0,

then there exists a constant k ∈ R such that

u(x) = k, a.e. x ∈D.

Proof. Pick x0 ∈D and a ball B0 = Bδ(x0), we have

C ∫
D∩B0

∫
D∩B0

(u(x) − u(y))2dydx ≤ ∫
D∩B0

∫
D∩B0

J(x − y)(u(x) − u(y))2dydx = 0,

(since J(x − y) > C for x, y ∈ B0) and hence u(x) = k0 a.e. x ∈ D ∩B0. In order to see that this
property holds a.e. x ∈ D, let us introduce the set M = {A ⊂ D,A open ∶ u(x) = k0 a.e.x ∈ A} with
the partial order given by inclusion. Since M ≠ ∅ there exists a maximal open set M ∈ M. If
M ⊊ Ω then we consider the set ∅ ≠D ∖M .
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If D ∖M is open we must have -using that D is δ connected- that dist(M,D ∖M) < δ. If D ∖M
is not open, then dist(M,D∖M) = 0 (since D is open). Either case, there exists a ball B1 of radius
δ such that B1 ∩D ∖M ≠ ∅ and B1 ∩M has positive measure (since both, B1 and M , are open
sets). Arguing as before we see that u(x) = k0 a.e. x ∈ B1 ∩D, a contradiction (since M is maximal
with that property and we would have M ⊊M ∪ (B1 ∩D) =M). We see that M =D and the proof
is complete. �

Now we prove a lemma that will be used in what follows.

Lemma 3.2. Let un ∶ Ω → R be a sequence such that un → 0 strongly in L2(Ω`) and weakly in
L2(Ωn`), if in addition

lim
n→∞
∫

Ωn`
∫

Ω
J(x − y)(un(x) − un(y))2dydx = 0, (3.1)

then

lim
n→∞
∫

Ωn`
∣un(x)∣2dx = 0,

that is, we have strong convergence of un to zero in L2(Ωn`) and hence in L2(Ω).

Proof. From (3.1), the convergence of {un} and property (J2), we easily find that

lim
n→∞
∫

Ωn`
∫

Ω`
J(x − y)un(x)2dxdx = 0. (3.2)

Let us define A0
δ = {x ∈ Ωn` ∶ dist(x,Ω`) < δ}. Notice that thanks to property (P ) and to the

fact that Ωn` is open we see that A0
δ is open and non empty. In particular it has positive n-

dimensional measure. For any x ∈ A0
δ we consider the continuous and strictly positive function

g(x) = ∣B2δ(x) ∩Ω`∣. Since A0
δ is a compact set, there exists a constant m > 0 such that g(x) ≥ m

for any x ∈ A0
δ . As a consequence

∫
Ωn`
∫

Ω`
J(x − y)un(x)2dydx ≥ ∫

A0
δ

∫
B2δ(x)∩Ω`

J(x − y)∣un(x)∣2dydx

≥mC ∫
A0
δ

∣un(x)∣2dx.

and therefore, thanks to (3.2), un → 0 in L2(A0
δ). In order to iterate this argument we notice that

at this point we know that un → 0 strongly in A0
δ and weakly in Ωn` ∖A0

δ , hence again from (3.1)
we get

lim
n→∞
∫

Ωn`∖A
0
δ

∫
A0
δ

J(x − y)∣un(x)∣2dydx = 0. (3.3)

Since Ωn` is δ connected, dist(Ωn` ∖A0
δ ,A

0
δ) < δ. Considering now A1

δ = {x ∈ Ωn` ∖A0
δ ∶ dist(x,A

0
δ) <

δ}, and proceeding as before, we obtain, from (3.3), that un → 0 strongly in A1
δ . This argument

can be repeated and giving strong converge in L2(Ajδ) for

Ajδ = {x ∈ Ωn` ∖ ∪0≤i<jAiδ ∶ dist(x,∪0≤i<jA
i
δ) < δ}.

Since Ωn` is bounded, we have, for a finite number K ∈ N, Ωn` = ∪0≤i<KA
i
δ and therefore the proof

is complete. �

With this lemma at hand we are ready to prove the following result that is the key step in order
to obtain coerciveness of Ei.
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Lemma 3.3. There exists a constant C such that

∫
Ω`

∣∇u(x)∣2

2
dx + 1

2
∫

Ωn`
∫
RN

J(x − y)(u(y) − u(x))2 dydx ≥ C ∫
Ω
∣u(x)∣2dx,

for every u in Hi.

Proof. We argue by contradiction and we assume that there is a sequence un ∈H such that

∫
Ω
∣un(x)∣2dx = 1

and

∫
Ω`

∣∇un(x)∣2

2
dx + 1

2
∫

Ωn`
∫
RN

J(x − y)(un(y) − un(x))2 dydx→ 0.

Then, we have that

∫
Ω`

∣∇un(x)∣2

2
dx→ 0

and
1

2
∫

Ωn`
∫
RN

J(x − y)(un(y) − un(x))2 dydx→ 0.

Since un is bounded in L2(Ω`) (the integral of ∣un∣2 in the whole Ω is equal to 1) and

∫
Ω`

∣∇un(x)∣2

2
dx→ 0

we get that there exists a constant k1 such that, along a subsequence,

un → k1

strongly in H1(Ω`).
Now we argue in the nonlocal part Ωn`. Since un in bounded in L2(Ωn`) we have that (extracting

another subsequence if necessary) un ⇀ u weakly in L2(Ωn`). Moreover, from

1

2
∫

Ωn`
∫
RN

J(x − y)(un(y) − un(x))2 dydx→ 0.

we obtain that the limit u verifies
1

2
∫

Ωn`
∫

Ωn`
J(x − y)(u(y) − u(x))2 dydx

≤ lim
n→∞

1

2
∫

Ωn`
∫

Ωn`
J(x − y)(un(y) − un(x))2 dydx = 0

(3.4)

and
1

2
∫

Ωn`
∫

Ω`
J(x − y)(k1 − u(x))2 dydx

≤ lim
n→∞

1

2
∫

Ωn`
∫

Ω`
J(x − y)(un(y) − un(x))2 dydx = 0.

(3.5)

From the first inequality, (3.4), using 3.1, we obtain that u ≡ k2 in Ωn` (we use here that we
assumed that Ωn` is δ−connected).

From the second inequality, (3.5), we get that

1

2
∫

Ωn`
∫

Ω`
J(x − y)(k1 − k2)2 dydx = 0

and hence (assuming condition (3), that says that Ωn` and Ω` are δ−connected between them, that
is, the distance between Ω` and Ωn` is strictly less than δ and that J is strictly positive in the ball
B2δ), we must have k1 = k2.

Now, from the fact that un ∈ Hi we have that un = 0 in RN ∖ Ω. If ∂Ω ∩ ∂Ω` ≠ ∅ we have that
the trace of un on ∂Ω ∩ ∂Ω` verifies un∣∂Ω∩∂Ω` = 0, and from the strong convergence un → k1 in
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H1(Ω`), we conclude that k1 = 0 and hence k1 = k2 = 0. On the other hand, if ∂Ω ∩ ∂Ω` = ∅, then
we use that the nonlocal domain is in contact with the exterior of Ω and thus the nonlocal part of
the energy sees the Dirichlet boundary condition. In this case we have that dist(Ωn`,RN ∖Ω) = 0.
Now, we use that un = 0 in RN ∖Ω together with

1

2
∫

Ωn`
∫
RN∖Ω

J(x − y)(un(x))2 dydx→ 0,

and that un → k2 weakly in L2(Ωn`), to obtain k2 = 0 and then we again conclude that k1 = k2 = 0
in this case.

Up to now we have that un → 0 strongly in H1(Ω`) and un → 0 weakly in L2(Ωn`). From 3.2 we
obtain that

un → 0 strongly in L2(Ωn`).
Then, we have

1 = ∫
Ω
∣un(x)∣2dx = ∫

Ω`
∣un(x)∣2dx + ∫

Ωn`
∣un(x)∣2dx→ 0,

a contradiction that proves the result. �

Remark 3.4. As we have mentioned in the introduction, our results hold for more general classes of
domains Ω`, Ωn`. In fact Ω` may have several connected components (that we call Ω1

` , ...,Ω
i
`) and

also Ωn` can have several δ−connected components (called Ω1
n`, ...,Ω

j
n`) as long as, given two of such

components, A, B, there are A = C1,C2, ...,Cl = B ∈ {Ω1
` , ...,Ω

i
`,Ω

1
n`, ...,Ω

j
n`} with Ci ⊂ Ω` for i even

and Ci ⊂ Ωn` for i odd (that is we are alternating connected components of Ω` and δ−connected
components of Ωn`) with dist(Ci,Ci+1) < δ.

Under this more general condition, repeating the steps used in the previous proof (arguing by
contradiction assuming that there exists a sequence un such that the conclusion does not hold), we

obtain as limits of un different constants k1, ..., ki+j in each of the components Ω1
` , ...,Ω

i
`,Ω

1
n`, ...,Ω

j
n`.

Next, we use that given two components, A, B, there are A = C1,C2, ...,Cl = B as above (the key
here is that dist(Ci,Ci+1) < δ) to conclude that kA = kC2 = .... = kB and therefore all the constants
must be equal k1 = ... = ki+j = k. Next we use that at least one of the components touches the
exterior of Ω to conclude that k = 0 (we are using here that we have an homogeneous Dirichlet
datum in RN ∖Ω). From this point the rest of the proof follows exactly as before until we reach a
contradiction.

Figure 4. A possible configuration of Ω` and Ωn` with several connected components.

Now, existence of a unique minimizer follows easily by the direct method of calculus of variations.

Proof of 2.3. Using 3.3 and the fact that f ∈ L2(Ω), we have that

Ei(u) ≥ C ∫
Ω
u2(x)dx − ∫

Ω
f(x)u(x)dx,

from where it follows that Ei(u) is bounded below and coercive. Hence, existence of a minimizer
follows by the direct method of calculus of variations. Just take a minimizing sequence un and
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extract a subsequence that converges weakly in L2(Ω) and weakly in H1(Ω`). Then, we have that
the limit remains in Hi (since un ∈Hi we obtain that its weak limits verify u ∈ L2(Ω), u∣Ω` ∈H1(Ω`),
and u∣∂Ω∩∂Ω` = 0, u = 0 in RN ∖Ω). Now, we observe that using weak convergence in L2(Ω) we get

lim
n→∞
∫

Ω
f(x)un(x)dx = ∫

Ω
f(x)u(x)dx

and from weak convergence in L2(Ω) and in H1(Ω`), we obtain

lim inf
n→∞

∫
Ω`

∣∇un(x)∣2dx + 1

2
∫

Ωn`
∫
RN

J(x − y)(un(y) − un(x))2 dydx

≥ ∫
Ω`

∣∇u(x)∣2dx + 1

2
∫

Ωn`
∫
RN

J(x − y)(u(y) − u(x))2 dydx.

Then, we conclude that u ∈Hi and that u is a minimizer,

Ei(u) = min
v∈Hi

Ei(v).

Uniqueness follows from the strict convexity of the functional Ei(u) in Hi.
Now, we can easily obtain the associated equation for u. Let u be the minimizer of Ei in Hi,

then for every smooth ϕ with ϕ = 0 in RN ∖Ω and every t ∈ R we have

Ei(u + tϕ) −Ei(u) ≥ 0.

Therefore, we have that

∂

∂t
Ei(u + tϕ)∣t=0 = 0,

that is,

∫
Ω
fϕ = ∫

Ω`
∇u∇ϕ + ∫

Ωn`
∫
RN

J(x − y)(u(y) − u(x))(ϕ(y) − ϕ(x))dydx

Now, we observe that

∫
Ωn`
∫
RN

J(x − y)(u(y) − u(x))(ϕ(y) − ϕ(x))dydx

= ∫
Ωn`
∫

Ωn`
J(x − y)(u(y) − u(x))(ϕ(y) − ϕ(x))dydx

+∫
Ωn`
∫
RN∖Ωn`

J(x − y)(u(y) − u(x))(ϕ(y) − ϕ(x))dydx.

Using that the kernel is symmetric and Fubini’s Theorem we obtain,

∫
Ωn`
∫

Ωn`
J(x − y)(u(y) − u(x))(ϕ(y) − ϕ(x))dydx

= −2∫
Ωn`
∫

Ωn`
J(x − y)(u(y) − u(x))dy ϕ(x)dx.

On the other hand, we have

∫
Ωn`
∫
RN∖Ωn`

J(x − y)(u(y) − u(x))(ϕ(y) − ϕ(x))dydx

= −∫
RN∖Ωn`

∫
Ωn`

J(x − y)(u(y) − u(x))ϕ(x)dydx

−∫
Ωn`
∫
RN∖Ωn`

J(x − y)(u(y) − u(x))ϕ(x)dydx

13



Hence, using that u = ϕ = 0 in RN ∖Ω, we conclude that

∫
Ω
fϕ = ∫

Ω`
∇u∇ϕ − 2∫

Ωn`
∫

Ωn`
J(x − y)(u(y) − u(x))dy ϕ(x)dx

−∫
Ωn`
∫
RN∖Ωn`

J(x − y)(u(y) − u(x))dy ϕ(x)dx

−∫
Ω`
∫

Ωn`
J(x − y)(u(y) − u(x))dy ϕ(x)dx

from where if follows that u is a weak solution to (2.2) and (2.3). �

3.2. Second model Coupling local/nonlocal problems via flux terms. Our aim now is to
look for a scalar problem with an energy that combines local and nonlocal terms acting in different
subdomains, Ω` and Ωn`, of Ω, but now the coupling is made balancing the fluxes.

Recall from the Introduction that we also look at the energy given by

Eii(u) ∶= ∫
Ω`

∣∇u(x)∣2

2
dx + 1

2
∫

Ωn`
∫
RN∖Ω`

J(x − y)(u(y) − u(x))2 dydx

+1

2
∫

Ωnl
∫

Γ
G(x, z) (u(x) − u(z))2 dσ(z)dx − ∫

Ω
f(x)u(x)dx.

We take a fixed exterior Dirichlet datum u(x) = 0, for x /∈ Ω, and then we look for minimizers in

Hii = {u ∈ L2(Ω), u∣Ω` = u ∈H
1(Ω`), u = 0 in RN ∖Ω}.

Again in this case we need a key lemma, similar to 3.3, that is needed to obtain coerciveness of
the functional.

Lemma 3.5. There exists a constant C > 0 such that

∫
Ω`

∣∇u(x)∣2

2
dx + 1

2
∫

Ωn`
∫
RN∖Ω`

J(x − y)(u(y) − u(x))2 dydx

+1

2
∫

Ωnl
∫

Γ
G(x, z) (u(x) − u(z))2 dσ(z)dx ≥ C ∫

Ω
∣u(x)∣2dx,

for every u ∈Hii.

Proof. We argue by contradiction, then we assume that there is a sequence wn ∈Hii such that

∫
Ω
∣un(x)∣2dx = 1

and

∫
Ω`

∣∇un(x)∣2

2
dx + 1

2
∫

Ωn`
∫
RN∖Ω`

J(x − y)(un(y) − un(x))2 dydx

+1

2
∫

Ωnl
∫

Γ
G(x, z) (un(x) − un(z))2 dσ(z)dx→ 0.

Then we have that

∫
Ω`

∣∇un(x)∣2dx→ 0,

∫
Ωnl
∫

Γ
G(x, z) (un(x) − un(z))2 dσ(z)dx→ 0,

and

∫
Ωn`
∫
RN∖Ω`

J(x − y)(un(y) − un(x))2 dydx→ 0.

Since

∫
Ω
∣un(x)∣2dx = ∫

Ω`
∣un(x)∣2dx + ∫

Ωn`
∣un(x)∣2dx = 1
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we obtain that un∣Ω` is bounded in L2(Ω`) and then, using that,

∫
Ω`

∣∇un(x)∣2

2
dx→ 0

we get that there exists a constant k1, such that, along a subsequence, un → k1 strongly in H1(Ω`).
Hence, using the trace theorem in Γ we obtain un → k1 strongly L2(Γ).

Now we argue in the nonlocal part Ωn`. Since un∣Ωn` is bounded in L2(Ωn`) we have that
(extracting another subsequence if necessary) un ⇀ u weakly in L2(Ωn`). Now, we have that

∫
Ωn`
∫
RN∖Ω`

J(x − y)(un(y) − un(x))2 dydx→ 0

and therefore,

∫
Ωn`
∫

Ωn`
J(x − y)(un(y) − un(x))2 dydx→ 0.

Hence, the weak limit satisfies,

∫
Ωn`
∫

Ωn`
J(x − y)(u(y) − u(x))2dydx≤ lim

n→∞

1

2
∫

Ωn`
∫

Ωn`
J(x − y)(un(y) − un(x))2dydx = 0.

Hence, we get that u ≡ k2 in Ωn` (again here we use here that Ωn` is δ−connected).
From the weak convergence of un to u in L2(Ωn`) and the strong convergence of un to u in L2(Γ)

we get

∫
Ωnl
∫

Γ
G(x, z) (k2 − k1)2 dσ(z)dx = 0.

Hence, from the fact that

∫
Ωnl
∫

Γ
G(x, z)dσ(z)dx > 0,

we obtain k1 = k2.
Now, from the fact that un ∈ Hii if ∂Ω ∩ ∂Ω` ≠ ∅ we have that the trace of un on ∂Ω ∩ ∂Ω`

verifies un∣∂Ω∩∂Ω` = 0, and from the strong convergence un → k1 strongly in H1(Ω`), we conclude
that k1 = 0 and hence k1 = k2 = 0. On the other hand, if ∂Ω ∩ ∂Ω` = ∅, then, as we did before, we
use that un = 0 in RN ∖Ω together with

1

2
∫

Ωn`
∫
RN∖Ω

J(x − y)(un(x))2 dydx→ 0,

and that un → k2 weakly in L2(Ωn`), to obtain k2 = 0 and then we again conclude that k1 = k2 = 0,
in this case.

Up to now we have that un → 0 strongly in H1(Ω`) and vn → 0 weakly in L2(Ωn`). Then, as

1 = ∫
Ω
∣un(x)∣2dx = ∫

Ω`
∣un(x)∣2dx + ∫

Ωn`
∣un(x)∣2dx

we get that

∫
Ωn`

∣un(x)∣2dx→ 1.

Now, we need a result like 3.2 to conclude, but notice that here we have to adapt the argument
since we want to propagate the strong convergence to zero in L2 from Γ to the nonlocal region Ωn`.
To this end, we go back to

∫
Ωnl
∫

Γ
G(x, z) (un(x) − un(z))2 dσ(z)dx→ 0.
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and we obtain

0 = lim
n→∞
∫

Ωnl
∫

Γ
G(x, z) (un(x) − un(z))2 dσ(z)dx

= lim
n→∞
∫

Ωnl
∫

Γ
G(x, z)∣un(x)∣2dσ(z)dx

+ lim
n→∞
∫

Ωnl
∫

Γ
G(x, z)∣un(z)∣2dσ(z)dx

− lim
n→∞

2∫
Ωnl
∫

Γ
G(x, z)un(x)un(z)dσ(z)dx.

Since un → 0 strongly in L2(Γ), we have that

lim
n→∞
∫

Ωnl
∫

Γ
G(x, z)∣un(z)∣2dσ(z)dx = 0

and

lim
n→∞
∫

Ωnl
∫

Γ
G(x, z)un(x)un(z)dσ(z)dx = 0.

Therefore, we obtain that

lim
n→∞
∫

Ωn`
∣un(x)∣2∫

Γ
G(x, z)dσ(z)dx = 0.

Let B1 = {x ∈ Ωn` ∶ ∫ΓG(x, z)dσ(z) > 0}. We have that un → 0 strongly in L2(B1) Notice that
∣B1∣ > 0. Now, take B2 = {x ∈ Ωn` ∶ dist(x,B1) < δ}. We have

lim
n→∞
∫
B1
∫
B2

J(x − y)(un(y) − un(x))2 dydx

≤ lim
n→∞
∫

Ωn`
∫

Ωn`
J(x − y)∣un(x) − un(y)∣2 dydx = 0

Hence, we get

0 = lim
n→∞
∫
B1
∫
B2

J(x − y)(un(y) − un(x))2 dydx

= lim
n→∞
∫
B1
∫
B2

J(x − y)∣un(x)∣2 − un(y)∣2 dydx

+ lim
n→∞
∫
B1
∫
B2

J(x − y)un(x)un(y)dydx

+ lim
n→∞
∫
B2

∣un(y)∣2∫
B1

J(x − y)dxdy.

As un → 0 strongly in L2(B1) and ∫B1
J(x − y)dx ≥ c > 0 for every y ∈ B2, we conclude that

un → 0 strongly in L2(B2). Iterating this procedure a finite number of times we obtain that un → 0
strongly in L2(Ωn`), a contradiction with the fact that

∫
Ωn`

∣un(x)∣2dx→ 1.

This ends the proof. �

Proof of 2.7. The proof is similar to the proof of 2.3. The functional Eii(u) is weakly semicontin-
uous, bounded below and coercive in Hii that is weakly closed. Hence, existence of a minimizer
follows by the direct method of calculus of variations and its uniqueness follows from the strict
convexity.

Finally, we obtain the associated equation with Dirichlet boundary conditions. Let u be the
minimizer of Eii(u) in Hii, then for every smooth ϕ in Hii and every t ∈ R we have

Eii(u + tϕ) −Eii(u) ≥ 0.
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Therefore, we get that
∂

∂t
Eii(u + tϕ)∣t=0 = 0,

that is,

∫
Ω
fϕ = ∫

Ω`
∇u∇ϕ + ∫

Ωn`
∫
RN∖Ω`

J(x − y)(u(y) − u(x))(ϕ(y) − ϕ(x))dydx

+∫
Ωn`
∫

Γ
G(x, y)(u(y) − u(x))ϕ(y)dσ(y)dx

−∫
Ωn`
∫

Γ
G(x, y)(u(y) − u(x))ϕ(x)dσ(y)dx.

Using that the kernel J is symmetric we obtain

∫
Ω
fϕ = ∫

Ω`
∇u∇ϕ − 2∫

Ωn`
∫

Ωn`
J(x − y)(u(y) − u(x))dy ϕ(x)dx

−∫
Ωn`
∫
RN∖Ω

J(x − y)(u(y) − u(x))ϕ(x)dydx

−∫
Γ
∫

Ωn`
G(y, x)(u(y) − u(x))dyϕ(x)dσ(x)

−∫
Ωn`
∫

Γ
G(x, y)(u(y) − u(x))dσ(y)ϕ(x)dx,

that is, u is a weak solution to (2.5) and (2.6). �

4. The vectorial case

We begin this section by recalling a classical result in elasticity. From definition (2.8), we see
that

∥E(U)∥L2(Ω)N×N ≤ C∥∇U∥L2(Ω)N×N , (4.1)

and since the set of infinitesimal rigid movements, defined as

RM ∶= {R(x) =Mx + p, withM ∈ RN×N ,M = −MT andp ∈ RN},

is clearly included in the kernel of E , (4.1) can not be reversed in general. Nonetheless, Korn’s
inequalities assert that under appropriate assumptions E(U) can play the role of ∇U . In particular,
the following results hold for Ω ⊂ RN belonging to a rather general class of domains (in particular
for Lipschitz domains), see [2] for the proofs. It holds that

H1(Ω)N ≡ {U ∈ L2(Ω)N ∶ E(U) ∈ L2(Ω)N×N},

which amounts to

∥U∥L2(Ω,RN ) + ∥∇U∥L2(Ω,RN×N ) ∼ ∥U∥L2(Ω,RN ) + ∥E(U)∥L2(Ω,RN×N ) (4.2)

and the following inequality

inf
R∈RM

∥U −R∥H1(Ω,RN×N ) ≤ C∥E(U)∥L2(Ω,RN×N ) (4.3)

for a constant C = C(Ω) (that gives in particular a reversed version of (4.1)).
An immediate consequence of (4.3) is the equivalence

U ∈ RM ⇔ E(U) = 0.

The nonlocal counterpart enjoys a similar property that plays -in the vectorial setting- the role of
3.1 in the scalar case. We state it as 4.2 (see also Lemma 2.4 in [29]).
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Lemma 4.1. Assume that

∫
Br0(z0)

∫
Br0(z0)

∣(x − y) ⋅ (U(x) −U(y))∣2 dydx = 0 (4.4)

for some ball Br0(z0) ⊂ RN and U ∈ L2(Ω,Rn), then

U(x) =Mx + b
with b ∈ RN and M ∈ RN×N , MT = −M .

Proof. First we show that U is a continuous function (it has a continuous representative). Take
0 < r < r0 and ρ < r0 − r. For any y0 ∈ Br(z0), (4.4) and Fubini’s Theorem says that

⨏
Bρ(y0)

(x − y) ⋅ (U(x) −U(y))dy = 1

∣Bρ(y0)∣ ∫Bρ(y0)
(x − y) ⋅ (U(x) −U(y))dy = 0,

a.e. x ∈ Br(z0). Calling Ū = ⨏Bρ(y0)U(y)dy and using that ⨏Bρ(y0) y dy = y0, we have

⨏
Bρ(y0)

(x − y) ⋅ (U(x) −U(y))dy = x ⋅ (U(x) − Ū) − y0 ⋅U(x) + ⨏
Bρ(y0)

y ⋅U(y)dy

= (x − y0) ⋅ (U(x) − Ū) + ⨏
Bρ(y0)

y ⋅ (U(y) − Ū)dy

which says that for any y0 ∈ Br(z0)

0 = (x − y0) ⋅ (U(x) − Ū) + ⨏
Bρ(y0)

y(U(y) − Ū)dy

a.e. x ∈ Br(z0). Using again (4.4) and Fubini -with a variable called y0 instead of y- we see that

0 = ⨏
Bρ(x0)

(x − y0) ⋅ (U(x) −U(y0))dx,

a.e. y0 ∈ Br(z0) and any x0 ∈ Br(z0). Therefore, invoking the last two identities we get

0 = ⨏
Bρ(x0)

((x − y0) ⋅ (U(x) − Ū) + ⨏
Bρ(y0)

y(U(y) − Ū)dy ) dx

= ⨏
Bρ(x0)

(x − y0) ⋅ (U(x) −U(y0) +U(y0) − Ū)dx + ⨏
Bρ(y0)

y(U(y) − Ū)dy

= ⨏
Bρ(x0)

(x − y0) ⋅ (U(y0) − Ū)dx + ⨏
Bρ(y0)

y(U(y) − Ū)dy

= (x0 − y0) ⋅ (U(y0) − Ū) + ⨏
Bρ(y0)

y(U(y) − Ū)dy,

for any x0 ∈ Br(z0) and a.e. y0 ∈ Br(z0). Since (U(y0) − Ū) and ⨏Bρ(y0) y(U(y) − Ū)dy do not

depend on x0 we see that

U(y0) = Ū = ⨏
Bρ(y0)

U(y)dy

a.e. y0 ∈ Br(z0). This implies that U has a continuous representative in Br(z0) (and hence in
Br0(z0) since r < r0 is arbitrary). Indeed, fix ρ and define

W (x) = ⨏
Bρ(x)

U(y)dy,

clearly W is continuous and W = U a.e. x0 ∈ Bρ(z0). Moreover, as a byproduct of our arguments
it turns out that each coordinate of W is a harmonic function.

Assuming continuity of U , (4.4) says that

(x − y) ⋅ (U(x) −U(y)) = 0 (4.5)

for any pair x, y ∈ Br0(z0) and then the Lemma can be proved by means of well-known arguments
(see for instance Prop. 1.2 in [38]). For the sake of completeness here we give a very short proof
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taking advantage of the extra regularity of U . Indeed, differentiating (4.5) w.r.t. x and evaluating
in z0 gives DU(z0)(y − z0) = U(y) − U(z0), for any y ∈ Br0(z0) and then U(y) agrees with a
linear function in Br0(z0). Moreover, previous identity and (4.5) gives (y − z0)tDU(z0)(y − z0) =
(y − z0) ⋅ (U(y) − U(z0)) = 0, and hence DU(z0) = −DU(z0)t. Calling M = DU(z0) the lemma
follows. �

Lemma 4.2. Let D be an open δ connected set, then

U ∈ RM ⇔ ∫
D
∫
D
J(x − y)∣(x − y) ⋅ (U(x) −U(y))∣2 dydx = 0. (4.6)

Proof. The implication ⇒ is immediate. For the other implication, let us take z0 ∈ Ω and a ball
Br0(z0) such that r0 = min{δ/2, dist(z0, ∂Ω)}, we have

∫
Br0(z0)

∫
Br0(z0)

J(x − y)∣(x − y) ⋅ (U(x) −U(y))∣2 dydx = 0

and since J > C for (x, y) ∈ Br0(z0) × Br0(z0), 4.1, says that there exists R0 ∈ RM such that
R0 = U(x) a.e. x ∈ Br0(z0). Now the proof follows as in 3.1, we include the details for completeness.
Let M = {A ⊂ Ω,Aopen ∶ U(x) = R0 a.e.x ∈ A} with the partial order given by ⊂. Since M ≠ ∅
there exists a maximal open set M ∈M. If M ⊊ D, since D ∖M is not open (Ω connected) there
exists z1 ∈ D ∖M and a ball Br1(z1),r1 = min{δ/2, dist(z1, ∂D)} such that Br1(z1) ∩M ≠ ∅ and
arguing as before U(x) = R1 ∈ RM a.e. x ∈ Br1(z1), hence R1 = R0 since Br1(z1) ∩M has positive
measure (is open). Since M is maximal we see that neccessarily M =D. �

4.1. First model. Coupling local/nonlocal elasticity models via source terms. Recall
that we aim to study the local/nonlocal energy

EI(U) ∶= Ξ(U) + 1

2
∫

Ωn`
∫
RN

J(x − y)∣(x − y) ⋅ (U(y) −U(x))∣2 dydx − ∫
Ω
F (x)U(x)dx,

with

Ξ(U) ∶= µ∫
Ω`

∣E(U)(x)∣2dx + λ
2
∫

Ω`
(div(U)(x))2dx,

where E(U) stands for

E(U) = ∇U +∇UT

2
.

and µ and λ are two positive coefficients.
In this context, we look for minimizers in the space

HI = {U ∶ U ∣Ω ∈ L2(Ω ∶ RN), u∣Ω` ∈H
1(Ω` ∶ RN), U = 0 in RN ∖Ω}.

We will need the following substitute of 3.2.

Lemma 4.3. Let Un ∶ Ω → RN be a sequence such that Un → 0 strongly in L2(Ω`) and weakly in
L2(Ωn`), if in addition

lim
n→∞
∫

Ωn`
∫

Ω
J(x − y)((x − y) ⋅ (Un(x) −Un(y)))2dydx = 0 (4.7)

then

lim
n→∞
∫

Ωn`
∣Un(x)∣2dx = 0.

Proof. We sketch the proof, that follows the lines of that of 3.2, paying attention only to the main
differences. From (4.7), the convergence of {un} and property (J2), we find the following substitute
of (3.2)

∫
Ωn`
∫

Ω`
J(x − y)∣(x − y) ⋅Un(x)∣2 dydx→ 0. (4.8)
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Let us define, A0
δ = {x ∈ Ωn` ∶ dist(x,Ω`) < δ}. and arguing as in 3.2, we see that the continuous

function g(x) ∶ A0
δ → R, g(x) = ∣B2δ(x) ∩Ω`∣ verifies g(x) ≥m > 0 for any x ∈ A0

δ . As a consequence
we have

∫
Ωn`
∫

Ω`
J(x − y) ((x − y) ⋅Un(x))2 dydx

≥ ∫
A0
δ

∫
B2δ(x)∩Ω`

J(x − y) ((x − y) ⋅Un(x))2 dydx.

In order to proceed we need to bound by below the scalar product. Since g(x) ≥m > 0 there exists
a fixed r > 0 such that for any x ∈ A0

δ we can find a ball Br(yx) centered at certain yx ∈ Ω`, such
that Br(yx) ⊂ B2δ(x) ∩Ω`. Therefore,

∫
A0
δ

∫
B2δ(x)∩Ω`

J(x − y) ((x − y) ⋅Un(x))2 dydx

≥ C ∫
A0
δ

∫
Br/2(yx)

((y − x) ⋅Un(x))2 dydx,

where we have also used (J1). Since y ∈ Br/2(yx) and x ∉ Br ⊂ Ω`, we have ∥x − y∥ ≥ r/2. Calling
Cx, the smaller cone at x containing Br/2(yx). Notice that Cx has an opening angle α bounded by
below by a constant independent of x, since tg(α) ≥ r

4δ > 0. Let us call Cu, the cone at x with axis
Un(x) and opening π

2 −α/4. Clearly Cx ∩Cu contains a cone CI with an opening angle β ≥ α/2 and

therefore there exists a constant c = c(α) > 0 such that ∣CI ∩Br/2(yx)∣ ≥ crN . On the other hand,
for any element z ∈ CI ⊂ Cu, ang(z,Un(x)) ≤ π

2 −
α
4 . Taking into account that for any y ∈ Byx ,

y − x ∈ Cx we see that

∫
Br/2(yx)

((y − x) ⋅Un(x))2 dy ≥ crN+2∥Un(x)∥2 cos2 (π − α
4
)

since ∣(y − x) ⋅Un(x)∣ ≥ r
2∥Un(x)∥ cos (π − α

4
) . Therefore,

C ∫
A0
δ

∫
Br/2(yx)

((y − x) ⋅Un(x))2 dydx

≥ CcrN+2∥Un(x)∥2 cos2 (π − α
4
)∫

A0
δ

∥Un(x)∥2dx

showing, thanks to (4.8), that Un → 0 strongly in L2(A0
δ). Using similar arguments, the proof can

be concluded following the steps developed in 3.2. �

Now we are ready to show the key property needed to obtain coerciveness of the functional.

Lemma 4.4. There exists a constant C such that

Ξ(U) + 1

2
∫

Ωn`
∫
RN

J(x − y)∣(x − y) ⋅ (U(y) −U(x))∣2 dydx ≥ C ∫
Ω
∣U ∣2,

for every U in

HI = {U ∈ L2(Ω), U ∣Ω` ∈H
1(Ω`), U ∣∂Ω∩∂Ω` = 0∣∂Ω∩∂Ω` , U = 0 in RN ∖Ω}.

Proof. Since

Ξ(U) ≥ ∫
Ω`

∣E(U)∣2

2
,

we can argue by contradiction. Assume that there is a sequence Un ∈H such that

∫
Ω
∣Un(x)∣2dx = 1

and

∫
Ω`

∣E(Un)(x)∣2

2
dx + 1

2
∫

Ωn`
∫
RN

J(x − y)∣(x − y) ⋅ (Un(y) −Un(x))∣2 dydx→ 0.

20



Then we have that

∫
Ω`

∣E(Un)(x)∣2

2
dx→ 0

and
1

2
∫

Ωn`
∫
RN

J(x − y)∣(x − y) ⋅ (Un(y) −Un(x))∣2 dydx→ 0. (4.9)

Since Un is bounded in L2(Ω`) (the integral in the whole Ω is 1) and

∫
Ω`

∣E(Un)(x)∣2

2
dx→ 0

and thanks to (4.2) we get, along a subsequence, strong convergence of Un in H1(Ω`) to a function
K1 wich in turn, thanks to (4.3), belongs to the space RM .

Now we argue in the nonlocal part Ωn`. Since Un in bounded in L2(Ωn`) and

1

2
∫

Ωn`
∫
RN

J(x − y)∣(x − y) ⋅ (Un(y) −Un(x))∣2 dydx

= 1

2
∫

Ωn`
∫

Ωn`
J(x − y)∣(x − y) ⋅ (Un(y) −Un(x))∣2 dydx

+1

2
∫

Ωn`
∫

Ω`
J(x − y)∣(x − y) ⋅ (Un(y) −Un(x))∣2 dydx

+1

2
∫

Ωn`
∫
RN∖Ω

J(x − y)∣(x − y) ⋅ (Un(y) −Un(x))∣2 dydx→ 0.

we have that (extracting another subsequence) Un ⇀ U weakly in L2(Ωn`,RN) and therefore it
does Wn(x, y) = Un(y) − Un(x) in L2(Ωn` ×Ωn`,RN). Weakly lower semicontinuity for the convex
functional

1

2
∫

Ωn`
∫

Ωn`
J(x − y)∣(x − y) ⋅W (x, y)∣2 dydx,

gives
1

2
∫

Ωn`
∫

Ωn`
J(x − y)∣(x − y) ⋅ (U(y) −U(x))∣2 dydx

≤ lim
n→∞

1

2
∫

Ωn`
∫

Ωn`
J(x − y)∣(x − y) ⋅ (Un(y) −Un(x))∣2 dydx = 0.

With a similar argument, we get

1

2
∫

Ωn`
∫

Ω`
J(x − y)∣(x − y) ⋅ (K1 −U(x))∣2 dydx

≤ lim
n→∞

1

2
∫

Ωn`
∫

Ω`
J(x − y)∣(x − y) ⋅ (Un(y) −Un(x))∣2 dydx = 0,

where we have used strong convergence of Un in Ωl From the first inequality and (4.6) we obtain
that U ≡K2 ∈ RM in Ωn`.

The second inequality yields

1

2
∫

Ωn`
∫

Ω`
J(x − y)∣(x − y) ⋅ (K1(y) −K2(x))∣2 dydx = 0

and then (x − y) ⋅ (K1(y) −K2(x)) = 0, that is, (x − y) ⋅ (M1y −M2x + b) = 0 a.e. in Dδ = {(x, y) ∈
Ωn`×Ω` ∶ ∥x−y∥ < δ}. Since matrices Mi, for 1 ≤ i ≤ 2, are skew symmetric w ⋅Miw = 0 for any w ∈ Rn
and hence, writting M1y =M1(y−x)+M1x and calling B the skew symmetric matrix B =M1−M2,
we have (x − y) ⋅ (Bx + b) = 0 a.e. (x, y) ∈ Dδ. Let us take a pair (x, y) ∈ Dδ, and open sets such
that Bx,By ⊂ Rn Bx × By ⊂ Dδ, x ∈ Bx, y ∈ By. Since Bx is open we see that there exists a set
X = {x1, x2,⋯, xn} ⊂ Bx, of linearly independent vectors. For each i we have (xi − y) ⋅ (Bxi + b) = 0,
for all y ∈ By and since By is open we can find n sets Wi = {xi − yi1, xi − yi2,⋯, xi − yin} 1 ≤ i ≤ n, of
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linearly independent vectors, with yij ∈ By and such that, for each i, we have (xi−yij) ⋅(Bxi+b) = 0,
1 ≤ j ≤ n, which says that Bxi + b = 0 for all the elements of the basis X. As a consequence b = 0
and M1 −M2 = B = 0, in particular K1 =K2. Since Un ∈H we have that Un = 0 in RN ∖Ω and then
we obtain that K1 =K2 = 0.

Up to now we have that Un → 0 strongly in H1(Ω`) and Un → 0 weakly in L2(Ωn`). Then, as

1 = ∫
Ω
∣Un(x)∣2dx = ∫

Ω`
∣Un(x)∣2dx + ∫

Ωn`
∣Un(x)∣2dx

we get that

∫
Ωn`

∣Un(x)∣2dx→ 1.

On the other hand, (4.9) implies in particular that (4.7) holds, and therefore 4.3 says that

lim
n→∞
∫

Ωn`
∣Un(x)∣2dx = 0,

a contradiction. �

Proof of 2.9. Since

EI(U) ≥ c∫
Ω
∣U(x)∣2dx − ∫

Ω
F (x)U(x)dx,

existence of a minimizer follows, once more, by the direct method of calculus of variations. There-
fore, for an appropriate U ∈HI ,

EI(U) = min
V ∈HI

EI(V ),

while uniqueness is granted thanks to the convexity of the energy functional.
Now we choose Φ smooth enough Φ ∈HI and compute

EI(U + tΦ) −EI(U).
For the local part we notice

Ξ(U + tΦ) −Ξ(U) = t(2µ∫
Ω`
E(U) ∶ E(Φ) + µ∫

Ω`
div(U)div(Φ)) + t2Ξ(Φ),

where A ∶ B stands for the scalar product A ∶ B = tr(ATB). Taking into account that A ∶ B = 0 for
any symmetric matrix A and any skew-symmetric matrix B, we see that

2µ∫
Ω`
E(U) ∶ E(Φ) + µ∫

Ω`
div(U)div(Φ)

= ∫
Ω`

(2µE(U) + λdiv(U)Id) ∶ ∇Φ = ∫
Ω`
σ(U) ∶ ∇Φ.

On the other hand, calling

Θ(U) = 1

2
∫

Ωn`
∫
RN

J(x − y)∣(x − y) ⋅ (U(y) −U(x))∣2 dydx,

we have

Θ(U + tΦ) = 1

2
∫

Ωn`
∫
RN

J(x − y) [(x − y) ⋅ (U(x) −U(y)) + t(Φ(x) −Φ(y))]2 dydx,

hence

Θ(U + tΦ) −Θ(U)

= t∫
Ωn`
∫
RN

J(x − y)[(x − y)⊗ (x − y)](U(x) −U(y))T (Φ(x) −Φ(y))dydx + t2Θ(Φ).

Now we call

I = ∫
Ωn`
∫
RN

J(x − y) [(x − y)⊗ (x − y)] (U(x) −U(y))T ⋅ (Φ(x) −Φ(y))dydx = I1 + I2,
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with

I1 = ∫
Ωn`
∫

Ωn`
J(x − y) [(x − y)⊗ (x − y)] (U(x) −U(y))T ⋅ (Φ(x) −Φ(y))dydx

and

I2 = ∫
Ωn`
∫
Rn∖Ωn`

J(x − y) [(x − y)⊗ (x − y)] (U(x) −U(y))T ⋅ (Φ(x) −Φ(y))dydx

for I1 we get

I1 = 2∫
Ωn`

(∫
Ωn`

J(x − y) [(x − y)⊗ (x − y)] (U(x) −U(y))Tdy) ⋅Φ(x)dx,

while

I2 =∫
Ωn`

(∫
Rn∖Ωn`

J(x − y) [(x − y)⊗ (x − y)] (U(x) −U(y))T dy) ⋅Φ(x)dx

− ∫
Ωn`
∫
Rn∖Ωn`

J(x − y) [(x − y)⊗ (x − y)] (U(x) −U(y))T ⋅Φ(y)dydx

= I21 + I22,

since Φ ≡ 0 in Rn ∖Ω, applying Fubini’s theorem,

I22 = −∫
Ω`

(∫
Ωn`

J(x − y) [(x − y)⊗ (x − y)] (U(x) −U(y))T dx) ⋅Φ(y)dy.

The theorem follows. �

4.2. Second model. Coupling local/nonlocal elasticity models via flux terms. Now, we
consider the local/nonlocal energy

EII(u) ∶= Ξ(U) + 1

2
∫

Ωn`
∫
RN∖Ω`

J(x − y)∣(x − y) ⋅ (U(y) −U(x))∣2 dydx

+1

2
∫

Ωn`
∫

Γ
G(x, y)∣(x − y) ⋅ (U(y) −U(x))∣2 dσ(y)dx − ∫

Ω
F (x)U(x)dx,

and look for minimizers of this energy in the space

HII = {U ∶ U ∣Ω ∈ L2(Ω ∶ RN), U ∣Ω` ∈H
1(Ω` ∶ RN), U ∣∂Ω∩∂Ω` = 0, U = 0 in RN ∖Ω}.

We start by proving a modified version of 4.3.

Lemma 4.5. Let Un ∶ Ω → Rn be a sequence such that Un → 0 strongly in H1(Ω`) and weakly in
L2(Ωn`), if in addition

lim
n→∞
∫

Ωn`
∫

Ωn`
J(x − y)((x − y) ⋅ (Un(x) −Un(y)))2dydx = 0 (4.10)

and

lim
n→∞
∫

Ωn`
∫

Γ
G(x, y)((x − y) ⋅ (Un(x) −Un(y)))2 dσ(y)dx = 0 (4.11)

then

lim
n→∞
∫

Ωn`
∣Un(x)∣2dx = 0

Proof. As before, we sketch the proof following the lines of 3.2, paying attention only to the main
differences. From (4.11), the convergence of {un} and property (P), we find the following substitute
of (3.2)

∫
Ωn`
∫

Γ
G(x, y)∣(x − y) ⋅Un(x)∣2 dσ(y)dx→ 0.

Let us define,

A0
δ = {x ∈ Ωn` ∶ dist(x,Γ) < δ}.
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and arguing as in 3.2, we see that the continuous function g(x) ∶ A0
δ → R, g(x) = σ(B2δ(x) ∩ Γ)

verifies g(x) ≥m > 0 for any x ∈ A0
δ . As a consequence we get

∫
Ωn`
∫

Γ
G(x, y) ((x − y) ⋅Un(x))2 dσ(y)dx

≥ ∫
A0
δ

∫
B2δ(x)∩Γ

G(x, y) ((x − y) ⋅Un(x))2 dσ(y)dx

≥ C ∫
A0
δ

∫
B2δ(x)∩Γ

((x − y) ⋅Un(x))2 dσ(y)dx,

where we have also used (G1).
Now, consider Cx the smaller cone at x containing B2δ(x)∩Γ = Γx. We would like to see that its

opening angle α = α(x) > 0 almost everywhere in A0
δ . Indeed, suppose α(x) = 0. Then B2δ(x) ∩ Γ

must be contained in a line. Let r > 0 such that σ(B2δ(z)∩Γx) > 0 for all z ∈ Br(x). We can easily
verify that α(z) > 0 almost everywhere in Br(x). Since this can be done for every x ∈ A0

δ with
α(x) = 0, we can conclude that α(x) > 0 almost everywhere in A0

δ .
Let us call Cu, the cone at x with axis Un(x) and opening π

2 −α(x)/4. Clearly Cx ∩Cu contains

a cone CI with an opening angle β(x) ≥ α(x)/2 and therefore σ(CI ∩ Γx) > 0 a.e. in A0
δ .

On the other hand, for any element z ∈ CI ⊂ Cu, ang(z,Un(x)) ≤ π
2 −

α(x)
4 . Taking into account

that for any y ∈ Γx, y − x ∈ Cx we see that

∫
Γx

((y − x) ⋅Un(x))2 dσ(y) ≥ ∫
CI∩Γx

((y − x) ⋅Un(x))2 dy

≥ σ(CI ∩ Γx)d2(x,Γx) cos2 (π
2
− α(x)

4
)∥Un(x)∥2

since

∣(y − x) ⋅Un(x)∣ ≥ d(x,Γx) cos(π
2
− α(x)

4
)∥Un(x)∥.

Letting

g(x) ∶= σ(CI ∩ Γx)d2(x,Γx) cos2 (π
2
− α(x)

4
) ,

we have g(x) > 0 a.e. in A0
δ . Then, there exist some positive constant ε such that ∣{g > ε}∩A0

δ ∣ > 0.
Denoting A0

δ,ε ∶= {g > ε} ∩A0
δ we have

C ∫
A0
δ,ε

∫
CI∩Γx

((y − x) ⋅Un(x))2 dσ(y)dx ≥ ε∫
A0
δ,ε

∥Un(x)∥2dx

showing, thanks to (4.8), that Un → 0 strongly in L2(A0
δ,ε). Using similar arguments, the proof can

be concluded following the steps developed in 3.2. �

Now we are able to prove the key inequality needed to show that EII is coercive.

Lemma 4.6. There exists a positive constant C such that

Ξ(U) + 1

2
∫

Ωn`
∫
RN∖Ω`

J(x − y)∣(x − y) ⋅ (U(y) −U(x))∣2 dydx

+1

2
∫

Ωn`
∫

Γ
G(x, y)∣(x − y) ⋅ (U(y) −U(x))∣2 dσ(y)dx ≥ C ∫

Ω
∣U(x)∣2dx,

for every U in

HII = {U ∈ L2(Ω), U ∣Ω` ∈H
1(Ω`), U ∣∂Ω∩∂Ω` = 0∣∂Ω∩∂Ω` , U = 0 in RN ∖Ω}.
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Proof. As before, we use that

Ξ(U) ≥ ∫
Ω`

∣E(U)(x)∣2

2
dx,

and argue by contradiction. Assume that there is a sequence Un ∈H such that

∫
Ω
∣Un(x)∣2dx = 1

and

∫
Ω`

∣E(Un)∣2

2
+ 1

2
∫

Ωn`
∫
RN∖Ω`

J(x − y)∣(x − y) ⋅ (U(y) −U(x))∣2 dydx

+1

2
∫

Ωn`
∫

Γ
G(x − y)∣(x − y) ⋅ (U(y) −U(x))∣2 dσ(y)dx→ 0.

Then, we have that

∫
Ω`

∣E(Un)(x)∣2

2
dx→ 0,

∫
Ωn`
∫
RN∖Ω`

J(x − y)∣(x − y) ⋅ (U(y) −U(x))∣2 dydx→ 0, (4.12)

and

∫
Ωn`
∫

Γ
G(x − y)∣(x − y) ⋅ (U(y) −U(x))∣2 dσ(y)dx→ 0. (4.13)

Since Un is bounded in L2(Ω`) (the integral in the whole Ω is 1) and

∫
Ω`

∣E(Un)(x)∣2

2
dx→ 0

and thanks to (4.2) we get, along a subsequence, strong convergence of Un in H1(Ω`) to a function
K1 wich in turn, thanks to (4.3), belongs to the space RM .

Now we argue in the nonlocal part Ωn`. Since Un in bounded in L2(Ωn`) and

1

2
∫

Ωn`
∫
RN∖Ω`

J(x − y)∣(x − y) ⋅ (Un(y) −Un(x))∣2 dydx

= 1

2
∫

Ωn`
∫

Ωn`
J(x − y)∣(x − y) ⋅ (Un(y) −Un(x))∣2 dydx

+1

2
∫

Ωn`
∫
RN∖Ω

J(x − y)∣(x − y) ⋅ (Un(y) −Un(x))∣2 dydx→ 0

we have that (extracting another subsequence) Un ⇀ U weakly in L2(Ωn`,RN) and therefore it also
converges Wn(x, y) = Un(y) − Un(x) in L2(Ωn` × Ωn`,RN). Weakly lower semicontinuity (due to
convexity) of the functional

1

2
∫

Ωn`
∫

Ωn`
J(x − y)∣(x − y) ⋅W (x, y)∣2 dydx,

gives
1

2
∫

Ωn`
∫

Ωn`
J(x − y)∣(x − y) ⋅ (U(y) −U(x))∣2 dydx

≤ lim
n→∞

1

2
∫

Ωn`
∫

Ωn`
J(x − y)∣(x − y) ⋅ (Un(y) −Un(x))∣2 dydx = 0.

With a similar argument and using (4.13) we obtain

1

2
∫

Ωn`
∫

Γ
G(x, y)∣(x − y) ⋅ (K1 −U(x))∣2 dσ(y)dx

≤ lim
n→∞

1

2
∫

Ωn`
∫

Γ
G(x, y)∣(x − y) ⋅ (Un(y) −Un(x))∣2 dσ(y)dx = 0,
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where we have used strong convergence of Un in L2(Γ), due to the strong convergence of Un in
H1(Ω`). From the first inequality and (4.6) we obtain that U ≡K2 ∈ RM in Ωn`. Now, the second
inequality yields

1

2
∫

Ωn`
∫

Γ
J(x − y)∣(x − y) ⋅ (K1(y) −K2(x))∣2 dσ(y)dx = 0,

and hence (x − y) ⋅ (K1(y) −K2(x)) = 0, that is, (x − y) ⋅ (M1y −M2x + b) = 0 a.e. in Dδ = {(x, y) ∈
Ωn` × Γ ∶ ∥x − y∥ < δ}. Since the matrices Mi, for 1 ≤ i ≤ 2, are skew symmetric we have w ⋅Miw = 0
for any w ∈ Rn and hence, writing M1y =M1(y−x)+M1x and calling B the skew symmetric matrix
B = M1 −M2, we have (x − y) ⋅ (Bx + b) = 0 a.e. (x, y) ∈ Dδ. Let us take a pair (x, y) ∈ Dδ, and
open sets such that Bx,By ⊂ Rn Bx × By ∩ Γ ⊂ Dδ, x ∈ Bx, y ∈ By ∩ Γ with σ(By ∩ Γ) > 0. Since
σ(By ∩ Γ) > 0 there exist a set Y = {y1, ..., yN} ⊂ By ∩ Γ with yi /= yj , 1 ≤ i, j ≤ N . Now, since Bx is
an open set, we can choose a set of linearly independent vectors X = {x1, ..., xN} ∈ Bx in such a way
that Wi = {xi − y1, xi − y2, ..., xi − yN}, yj ∈ Y , is also a linearly independent set for every 1 ≤ i ≤ N .
and such that, for each i, we have (xi − yj) ⋅ (Bxi + b) = 0, 1 ≤ j ≤ N. which says that Bxi + b = 0
for all the elements of the basis X. As a consequence b = 0 and M1 −M2 = B = 0, in particular
K1 =K2. Since Un ∈H we have that Un = 0 in RN ∖Ω and then we obtain that K1 =K2 = 0.

Up to now we have that Un → 0 strongly in H1(Ω`) and L2(Γ), and Un → 0 weakly in L2(Ωn`).
Then, as

1 = ∫
Ω
∣Un(x)∣2dx = ∫

Ω`
∣Un(x)∣2dx + ∫

Ωn`
∣Un(x)∣2dx

we get that

∫
Ωn`

∣Un(x)∣2dx→ 1.

On the other hand, (4.12) and (4.13) say in particular that (4.10) and (4.11) hold, and therefore
4.5 says that

lim
n→∞
∫

Ωn`
∣Un(x)∣2dx = 0,

a contradiction. �

Proof of 2.11. Existence of a unique minimizer follows as in the first model case. Finally, we derive
a local-nonlocal equation as before. Choose Φ smooth enough Φ ∈HII and compute

EII(U + tΦ) −EII(U).
For the local part we notice

Ξ(U + tΦ) −Ξ(U) = t(2µ∫
Ω`
E(U) ∶ E(Φ) + µ∫

Ω`
div(U)div(Φ)) + t2Ξ(Φ),

where A ∶ B stands for the scalar product A ∶ B = tr(ATB). Taking into account that A ∶ B = 0 for
any symmetric matrix A and any skew-symmetric matrix B, we see that

2µ∫
Ω`
E(U) ∶ E(Φ) + µ∫

Ω`
div(U)div(Φ)

= ∫
Ω`

(2µE(U) + λdiv(U)Id) ∶ ∇Φ = ∫
Ω`
σ(U) ∶ ∇Φ.

On the other hand, calling

Θ(U) = 1

2
∫

Ωn`
∫
RN∖Ω`

J(x − y)∣(x − y) ⋅ (U(y) −U(x))∣2 dydx,

we have

Θ(U + tΦ) = 1

2
∫

Ωn`
∫
RN∖Ω`

J(x − y) [(x − y) ⋅ (U(x) −U(y)) + t(Φ(x) −Φ(y))]2 dydx,
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hence

Θ(U + tΦ) −Θ(U)

= t∫
Ωn`
∫
RN∖Ω`

J(x − y)[(x − y)⊗ (x − y)](U(x) −U(y))T(Φ(x) −Φ(y))dydx + t2Θ(Φ).

Now we call

I = ∫
Ωn`
∫
RN∖Ω`

J(x − y)[(x − y)⊗ (x − y)](U(x) −U(y))T(Φ(x) −Φ(y))dydx = I1 + I2,

with

I1 = ∫
Ωn`
∫

Ωn`
J(x − y) [(x − y)⊗ (x − y)] (U(x) −U(y))T ⋅ (Φ(x) −Φ(y))dydx

and

I2 = ∫
Ωn`
∫
Rn∖Ω

J(x − y) [(x − y)⊗ (x − y)] (U(x) −U(y))T ⋅ (Φ(x) −Φ(y))dydx

for I1 we get

I1 = 2∫
Ωn`

(∫
Ωn`

J(x − y) [(x − y)⊗ (x − y)] (U(x) −U(y))Tdy) ⋅Φ(x)dx,

while

I2 =∫
Ωn`

(∫
Rn∖Ω

J(x − y) [(x − y)⊗ (x − y)] (U(x) −U(y))T dy) ⋅Φ(x)dx

− ∫
Ωn`
∫
Rn∖Ω

J(x − y) [(x − y)⊗ (x − y)] (U(x) −U(y))T ⋅Φ(y)dydx

= I21 + I22,

since Φ ≡ 0 in Rn ∖Ω, applying we have I22 = 0. Finally, we have the term

ΘΓ(U) = 1

2
∫

Ωn`
∫

Γ
G(x, y)∣(x − y) ⋅ (U(y) −U(x))∣2 dσ(y)dx,

and, arguing as before, we obtain

ΘΓ(U + tΦ) −ΘΓ(U)

= t∫
Ωn`
∫

Γ
G(x, y)[(x − y)⊗ (x − y)](U(x) −U(y))T(Φ(x) −Φ(y))dσ(y)dx + t2ΘΓ(Φ).

Proceeding as we did for the second scalar model, we have

∫
Ωn`
∫

Γ
G(x, y) [(x − y)⊗ (x − y)] (U(x) −U(y))T ⋅ (Φ(x) −Φ(y))dσ(y)dx

= ∫
Ωn`
∫

Γ
G(x, y) [(x − y)⊗ (x − y)] (U(x) −U(y))T dσ(y) ⋅Φ(x)dx

+∫
Γ
∫

Ωn`
G(y, x) [(x − y)⊗ (x − y)] (U(x) −U(y))Tdy ⋅Φ(x)dσ(x)

and the lemma follows. �

5. Possible extensions of our results

Finally, let us comment briefly on possible extensions of our results.
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5.1. Inhomogeneous equations. Pure local or nonlocal models are well suited for homogeneous
environments. When one deals with an inhomogeneous diffusion process one possibility is to add a
diffusion coefficient and consider operators like

div(a(x)∇u)(x), or ∫
RN

b(x, y)J(x − y)(u(y) − u(x))dy. (5.1)

To obtain inhomogeneous equations one is lead to consider terms like

∫
Ω`

a(x)∣∇u(x)∣2

2
dx,

1

2
∫

Ωn`
∫

Ωn`
b(x, y)J(x − y)(u(y) − u(x))2 dydx

and
1

2
∫

Ωn`
∫

Ω`
c(x, y)J(x − y)(u(y) − u(x))2 dydx

in our energies.
As long as the coefficients a(x), b(x, y) and c(x, y) are positive and bounded (both from adobe

and from below away from zero) the same computations that we made here work and we have
existence and uniqueness of a minimizer that verifies an equation in which the operators given by
(5.1) appear.

5.2. Singular kernels. With the same ideas used here we can deal with singular kernels. For
example, one can show that there is a unique minimizer of

Ei(u) ∶= ∫
Ω`

∣∇u(x)∣2

2
dx + 1

2
∫

Ωn`
∫
RN

C

∣x − y∣N+2s
(u(y) − u(x))2 dydx − ∫

Ω
f(x)u(x)dx

in

H = {u ∈Hs(RN), u∣Ω` ∈H
1(Ω`), u = 0 in RN ∖Ω}.

In this case in the nonlocal region a fractional Laplacian

∆su(x) = ∫
RN

C

∣x − y∣N+2s
(u(y) − u(x))dy

appears. Concerning mixed couplings we can also consider an energy of the form

Eii(u) ∶= ∫
Ω`

∣∇u(x)∣2

2
dx + 1

2
∫

Ωn`
∫
RN∖Ω`

C

∣x − y∣N+2s
(u(y) − u(x))2 dydx

+1

2
∫

Ωn`
∫

Γ
G(x, z) (u(x) − u(z))2 dσ(z)dx − ∫

Ω
f(x)u(x)dx

in the same H as before.
Now, since in fractional Sobolev spaces we have a trace theorem, we can go one step further and

consider couplings between the local and the nonlocal parts in sets of smaller dimension (both for
the local and the nonlocal parts). Fix two subsets Γ` ⊂ ∂Ω`, and Γn` ⊂ ∂Ωn` and consider an energy
of the form

Ẽii(u) ∶= ∫
Ω`

∣∇u(x)∣2

2
dx + 1

2
∫

Ωn`
∫
RN∖Ω`

C

∣x − y∣N+2s
(u(y) − u(x))2 dydx

+1

2
∫

Γn`
∫

Γ`
G(x, z) (u(x) − u(z))2 dσ(z)dσ(x) − ∫

Ω
f(x)u(x)dx.

For s > 1
2 we have compactness of the Sobolev trace embedding from H1(Ω`) into L2(Γ`) and from

Hs(Ωn`) into L2(Γn`). Therefore, we have a well defined energy functional in

H = {u ∈Hs(RN), u∣Ω` ∈H
1(Ω`), u = 0 in RN ∖Ω}.
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5.3. Nonlinear problems. We can also tackle nonlinear problems associated to functionals like

Ep,r(u) ∶= ∫
Ω`

∣∇u(x)∣p

p
dx + 1

r
∫

Ωn`
∫

Ω
J(x − y)(u(y) − u(x))r dydx − ∫

Ω
f(x)u(x)dx.

In this case the natural space to look for minimizers is in

H = {u ∈ Lr(Ω), u∣Ω` ∈W
1,p(Ω`), u = 0 in RN ∖Ω}.

Now, we obtain a p−Laplacian operator in the local part,

∆pu(x) = div(∣∇u∣p−2∇u)(x)
and a nonlocal r−Laplacian in the nonlocal part

L(u)(x) = ∫
RN

J(x − y)∣u(y) − u(x)∣r−2(u(y) − u(x))dy.

5.4. More general vectorial models. The key inequality

E(U) ≥ c∫
Ω
∣U(x)∣2dx − ∫

Ω
F (x)U(x)dx,

with E(U) = EI(U),EII(U), can be easily obtained for more general local energies Ξ(U) by
following the same arguments used along the vectorial section. This is indeed the case, for instance,
under the assumption

CΞ(U) + ∫
Ω
U2(x)dx ≥ ∫

Ω
∇U(x)2 dx,

if in addition we have lower semicontinuity of Ξ in H1(Ω`)N together with the condition ker(Ξ) ⊆
RM we can obtain existence of minimizers of the corresponding energy. The obvious choice

Ξ(U) = ∫
Ω
W (∇U(x))dx

with W ∶ RN×N → R, convex, bounded by below and with a growth condition of the form W (M) ≥
C∥M∥2, verifies these assumptions.

Nonetheless, it is well known that convex stored energy funtions are not appropriate for gen-
eral elastic materials, partially due to the restriction det(∇U) > 0 (needed in order to prevent
interpenetration of matter). This fact, together with the expected non-uniqueness of minimizers
in certain contexts (e.g. buckling) has called for surrogates of convexity, such as polyconvexity,
cuasiconvexity, rank-one convexity, etc. We do not treat here couplings involving these kinds of
energies.
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