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1. Introduction

In quantum mechanics time dependent Schrodinger type equations with space derivatives of order less than two, have
been considered since the introduction of the Dirac operator which is actually local and of first order [6]. More recently
some fractional nonlocal Riemann-Liouville calculus, and some other nonlocal cases, have also been considered in the
literature, [8]. See also [11,9,2].

The differential operator in the space variable that we shall consider is an analogous of the nonlocal fractional derivative
oforder 8 > 0

fx-f®

The basic difference is given by the fact that we substitute the Euclidean distance |x — y| by the dyadic distance § from x
to y. To introduce our main result let us start by defining the basic metric § and the Besov type spaces induced by § on the
interval RT™ = (0, c0). ‘

Let ® = Ujcz @ be the family of the standard dyadic intervals in R™. In other words I € D if [ = E, = [(k — 1)277, k27),
j € Z,k € Z*.Each © contains the intervals of the j-th level, for I € ®, |I| = 277. We shall write ©* to denote the intervals
Iin® with [I| < 1.ForI € © we shall denote by I and I~ the right and left halves of I, which belong to ©'*!. Given two
points x and y in R™ its dyadic distance §(x, y), is defined as the length of the smallest dyadic interval ] € ® which contains
x and y. On the diagonal A of Rt x R¥, § vanishes.

* The research was supported by CONICET, ANPCyT (MINCyT), and UNL.
* Corresponding author.
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Since for x fixed § -1 ~#(x, y) is not integrable, the analog to (1.1) with §(x, y) instead of [x — y| in R* is well defined as an
absolutely convergent integral, only on a subspace of functions which have certain regularity with respect to the distance
8.For 0 < A < 1, with B; , we denote the class of all L* complex valued functions f defined on R* such that

/ fFx) —fWI
0 (%, y)
with Q = {(x,y) € R? : §(x,y) < 2}.For f and g both in B} , , the inner product

_ f&) —fy) gx) —gy) dxdy

d + 9

/ng i /Q Sy Sy ()

gives a Hilbert structure on Bé’dy.
Since, as it is easy to check from the definition of §, |x — y| < §(x, y) when (x,y) € Q, we have that the standard Besov
space B; on R is a subspace ofB)z\’dy. See [12] for the classical theory of Besov spaces.

dxdy < o0,

For I € © we shall write h; to denote the Haar wavelet adapted to I. In other words h; = |I |*% (X;- — X;+) where, as
usual X is the indicator function of the set E. Sometimes, when the parameters of scale and position j and k, need to be
emphasized, we shall write h;( to denote h; for I = I{<. In the sequel the scale parameter j of I will be denoted by j(I). As it is
well known {h; : I € ®} is an orthonormal basis for L. As usual we write V; to denote the subspace of L? of those functions
which are constant on each interval between integers. With P, we denote the projector of L? onto Vj.

As a consequence of Theorem 9 in Section 3, we shall obtain the next result.

Theorem 1. Let 0 < B < 1and u® € [? with Pou® = 0, be given. Assume that u° is a function in By with B < A < 1, then the
function defined by

ux, t) = Z eitll ™" (u®, hy) by (x)

Ie®

solves the problem

ou 2/ —1 u(x, t) — u(y, t)

i—(x,t) = dy xeR',t>0
@ {5 * D= "% /R syth g

u(x, 0) = u’(x) x € RY;

where the initial condition is verified pointwise almost everywhere.

The corresponding problem in the classical case of the free particle is hard. Some fundamental steps in this direction are
contained in [1,4,7,3,13,15,14].

The paper is organized as follows. In Section 2 we introduce the basic operator and the corresponding Besov space and
its wavelet characterization in terms of the Haar system. In Section 3 we prove the main result, which contains a detailed
formulation of Theorem 1.

2. Nonlocal dyadic differential operators and dyadic Besov spaces

Let 0 < B < 1 be given. We shall deal with the operator D’ whose spectral form in the Haar system is given by
DPhy = |I|7F by forl € ®.

Let 8(.#) be the linear span of the Haar system .# = {h; : I € ©}. The space $(.#) is dense in 2.

The operator D? is well defined from $ () into itself and is given by

DPf = I {f, ) Iy
Ie®

for f € 8(#). Observe that D? is unbounded in the L> norm.
In the next result we show that D? has the structure of a nonlocal differential operator if we change the Euclidean distance
by the dyadic distance on R™.

Theorem 2. Let 0 < B8 < 1 be given, then for f € §(2#) we have

P11 [ fX)—fO)
26 Jor e y)th Y

where the integral on the right hand side is absolutely convergent.

DPf(x) = 2

Before proving Theorem 2, we collect some basic properties of 3.
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Fig. 1. The picture depicts schematically the level sets A; of § for j = 0 (lightgray), for j = 1 (darkgray) and j = 2 (black).

Lemma 3. (3.a) R" x R is the disjoint union of the diagonal A and the level sets A; = {(x,y) € RT x RT : §(x,y) = 27} of
8forje Z and Q = Uj>q Aj (see Fig. 1).

(3b) Fory € R, 8" =Y ",., 277 X 4.

(3.c) Each A is the disjoint union of the sets B(I) = (I x ") U (I” x I'") for [ € ©.

(3.d) For f € 8(s7), set F(x,y) = f(x) — f(y), theninf{§(x,y) : (x,y) € suppF} > 0.

(3.e) Let o > —1. Then for every x € R™, §(x, y)* is locally integrable as a function of y. Moreover, fll_] 8(x, y)*dy is bounded
by 21t — 1)~ foreveryl € Z*.

Proof of Lemma 3. Proof of (3.a). Given a point (x,y) € RT x RT which does not belong to A, since for some ] € D,
(x,y) € ] x ] and since x # y, there exists one and only one subinterval I of ] such that x and y belong both to I but not both
to the same half of I. In other words (x, y) € B(I). Since I C J then, j(I) > 0and 8(x, y) = 277, so that (x, y) € Ajpy. O

Proof of (3.b). Follows directly from (3.a). O

Proof of (3.c). Notice first that if I and J are two different intervals on ®’, then I* N J* = Yand I~ NJ~ = ¢ hence
B(I) N B(J) = ¥. On the other hand, if (x, y) € B(I) for some I € ©/, thenx € I* andy € I" orx € I andy € I, so that the
smallest dyadic interval containing both x and y is I itself. This means that §(x, y) = 277, in other words (x, y) € Aj. Assume
now that (x, y) is any point in A;, then é(x, y) = 27J. This means that there exists | € ®' such that (x,y) € I x I butxandy
do not belong to the same half of I. In other words (x,y) € I x I but (x,y) & (I” x I") U (IT x I).Hence (x,y) € B(I). O

Proof of (3.d). Since any f € $(.#) is finite linear combination of some of the h;’s, all we need to prove is that inf{(x, y) :
(x,y) € suppH;} > Oforeveryl € ®, where H;(x, y) = h;j(x) —h;(y). Takel € ©, thenl € © for somej > 0 and H; vanishes
on(I” x I")U(UIT x I") hence §(x,y) > 27/ for every (x,y) € suppH;. O

Proof of (3.e). The desired properties are trivial for @ > 0. Assume then that —1 < o« < 0 and x € R™. Then le_1 8(x,y)*dy
vanishes whenx & (I — 1,1).Ifx € (I — 1, ]) then

1 [e'e)
/ S(x,y)*dy = > / 8(x, y)*dy
-1 k=0 7 lye(—1,n:227k=1<5(x,y) <2k}

<Y 2" |y e d—1,D:8(x,y) <24
k=0

2—(1+a)(k+1) — (21+a _ 1)—1. 0

=
Il
(=}

Proof of Theorem 2. It is enough to check (2.1) for f = h;. From (3.b) and (3.c) we have

h —h )
/ . 15(2 y)li(éy‘)dy - f . (Z 2’“*‘“%1(&”) (i (x) = hy (y)dy
R ’ R

JEZ

= 22 [ et — o)y
Rt

jez

=32 Y [ g it — i)y,
Rt

JEZ Jed
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Now, since the support of h;(x) — h;(y) and B(J) are disjoint when j(I) < j the last sum of j reduces to the sum for j < j(I).
On the other hand, for j < j(I) there exists a unique J; € ©’ such that the support of (h;(x) — h;(y)) intersects B(J). Actually
that unique J; is the only ancestor of I in the generation j. With these remarks in mind we have, for x € I, that

/ M =l -3 > 2Hh /[1 — X- () + X+ (1) 1dy
Rt

1+8
S(va) j<i) Ji
=72 " M| = 1 xdles
j=i)
.. . + hy (x)—h; (y) . - h)—h; (y) _
In a similar way, with x € I", we get that fw g(x,y)]ﬂrﬂ dy = —5— |l —B |I| . In other words, fR+ é(x,yﬂf*'ﬁ dy =

T l|I| ~P h(x), as desired. O

A basic identity to obtain a characterization of the Besov type spaces in terms of the Haar system is contained in
Theorem 4.

Theorem 4. Let 0 < A < 1, be given, then the identity

B 2
/ If (%) f(y)| Z ) P[@ + e 11172 — 6] (2.2)
Q

1422
8(x,¥) Pt

holds for every function f € 8% () and ¢;, = 2(2* — 1)™", where 8% () is the linear span of {h; : I € D*}.
Theorem 4 will be a consequence of some elementary geometric properties of the dyadic system and the distance §.
Lemma5. (5.a) Set C(J) = [(J x RT) U (IR+ x DI\ {J xJ) for] € ®F, then BI) N C(J) = @ for j(I) > j().

(5.b) Foreveryl € ®* and everyj =0, 1, ...,j(I) — 1 there exists one and only one ] € ® for which B(J) intersects C(I).
(5.c) Foreachl € ©* we have

>IN " m@B@y N W) = Il (1117 - 1),

j=0 Jedi

where m is the area measure in R?>, . > 0 and ¢, = 2(2** — 1)~
(5.d) Forj> 0,1 ¢ ®t and] € ®*, withI # ],

LG, L)) = // X4, Yy () — hy )[Ry (x) — by (y)]dxdy = 0.
Q

(5.e) Foreachl € ®7,

S 261 = @+ o) -
j=0

Let us start by proving Theorem 4 assuming the results in Lemma 5.

Proof of Theorem 4. Let f be a finite linear combination of some of the Haar functions h; forl € ©F,ie.f =Y, o+ (f, i) hy
with {f, h;) = 0 except for a finite number of I in ©*. From (3.a) and (3.b) in Lemma 3, (5.c), (5.d) and (5.e) in Lemma 5 we

get
IF ) — f)I? (1422
/Q AR —— =" dxdy // (Po 21 X4, (%, ¥)

< [ D0 ) i) — )1y X) — )] | dxdy

Iept Jent
= 32 S ) [ / % 1,06 )y () — by )11y ) — hy 9 dxcy
j=0 et Jent
= 320 3 iy P / [hy () — by () Py
j=0 IeDt

SO Py 2 / / [hy (x) — hy ()P dxdy
4j

et j=0
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Ie®t

Proof of Lemma 5. Proof of (5.a). Since j(I) > j(J) we have I C JorI NJ = {4, we divide our analysis in these two cases.
WhenINJ =@, thenI™ NJ = @PandI~ NJ = ¥ and B(I) N C(J) = @. Assume now that I C J, then B(I) C J x J which is
disjoint from C(J). O

Proof of (5.b). Let] € ®" andj = 0, 1, ..., j(I) — 1 be given. Let ] be the only dyadic interval in ®' such that] 2 I. Then
C(I) NB(J) # @.In fact, since ] 2 I, thenI C JT orl C J~. Assume for example thatI C J*, then any point (x, y) Wlthx el
and y € J~ belongs to both C(I) and B(J). So that, since for | € © and j < j(I), arguing as in the proof of (5.a), the condition
J D Iis necessary for B(J) N C(I) # @, we get the result. O

Proof of (5.c). Let] € ®* be given.Forj =0, 1, ...,j(I) — 1setJ(j, I) to denote the only J € ®’ for which B(J) N C(I) # 9,
provided by (5.b). Now from (5.a) we have

jn—1
Z 2i(1+22) Z mB(J) N C()) = Z 2i(1+22) Z m(B(J) N C(I))
=0 Jeoi =0 Jeo
-1
= Z 2I2ImBG, D) NCd)).
=0
But, as it is easy to see, m(B(J(j, 1)) N C(I)) = 2 |I|277. Hence

jin-1
NS mBgy ncay) =211y 2T = (17~ 1). O

j=0 Jed j=0

Proof of (5.d). From (3.c) it is enough to show that ffB(K) ky(x, y)dxdy = 0 for every I, ] and K € ®* with I # J, where
ky(x,y) = (hy(x) — h;(y)) (h;(x) — h;()). We shall divide our analysis into two cases according to the relative positions of |
and J.

Assume first that | NJ = @J; more precisely, assume that [ is to the left of J. Then k;(x, y) = /II| U|[(X,7X]+ x,y) —
Xi= = X, ¥) + X+ = (%, ) — X g+ (X, ¥)) + ()= s+ (X, ¥) — Xoj= 5= (X, ¥) + X+ = (X, Y) — Xt g+ (X, Y))] whose support
is (I xJ)U (J x I).See Fig. 2.

Notice that while I x J lies above the diagonal, ] x I is contained in {y < x}. When B(K) does not intersect (I x J) U (J xI)
then ffB(K) ky(x,y)dxdy = 0. Assume now that B(K) N [(I x J) U (J x )] # ¢. Since fo ky(x,y)dxdy = 0, if we
show that BIK) N [(I x J) U (J x I)] # @ implies (I x J) U (J x I) € B(K) we have ffB(K) kydxdy = 0. Since the set
BKYN[IxHU(JIxD]=[(K~ xKHHUKT xK)]N[U x]J)U(J x I)] is nonempty, we see that (K~ x K*) N (I x J) # @.
Since K~ NI # Pand Kt NJ # @ and K, I and J are dyadic intervals with I N ] = @, we must have that K~ D Tand K™ D J.
Therefore B(K) D [(I xJ) U (J x D].

Let us assume now that I and J are nested. For example that I G J. Fig. 3 depicts in this situation the normalized kernel
ky
T
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A 0o
[]1
!
J S m >
B -2
7

. ky
Fig. 3. Values of NI

Since ky(x,y) = ky(y, x) and B(K) is symmetric, we only need to show that f f1<+x «— ky(x,y)dxdy = 0. When j(K) >
Jj() + 1, suppky N B(K) = @ and ffB(K) ky (x, y)dxdy = 0. Assume on the other hand that 0 < j(K) < j(J). In this case the

intersection of the support of ky and B(K) can still be empty or, if not, the kernel kj (x, ) on K™ x K~ takes only two opposite
constant non trivial values on subsets of the same area. Hence, again, f fB(K) ky(x, y)dxdy = 0. See Fig. 4 where two possible

positions of K when I & J are illustrated. O

Proof of (5.e). Let us start by computing £(j, I,I) forj > 0and I € ®*. From (3.c) we get

L1G,1, D) = // [hi(x) — h(y)]*dxdy
4;

= |I! Z/ [4XCsa) + Xculdxdy
j B(J)

Jedl
= 4[1I7' Y _mBJ) N BA) + 117" > mBJ) N Ch)
Jeni Jedd

forj > 0andI € ®. Hence, since from (3.a) and (3.c), BJ) N B(I) = @ for I # J and then applying (5.c)
D 20y =) 2T LAy T mBg) NBM) + 11171y mBY) N CD)
j=0 j=0 Jeoi Jedi
=1 5j(H(1+21) |I|2 —2A
=472 3—+q0u —1)

=QR+c)l™ =c. O

For0 < A < 1,afunctionf € L? is said to belong to the Besov space B} ,, if the function % belongs to L*(Q, 5‘?;“3’) ).

In other words, f € Bﬁ’dy if and only if

F®—fOP
IFIZ = IFI% + / JO =JDE 1
2.dy o 0(x,y)
is finite.
For our purposes the main result concerning B’z\’ dy 1S the following Haar wavelet characterization of the Besov space. For
the classical nondyadic Euclidean case see for example [10].

Theorem 6. Let 0 < A < 1 be given. The space Bé’dy coincides with the set of all square integrable functions on R for which

1

2\ 2
o) ) is equivalent to ||f||B% "
,ay

[l§

1
‘ A

Moreover, ||f |2 + (Zmzﬁ
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|

Fig. 4. On the left, K equals J, and on the right, K is the father of J.

Proof. We start by noticing that, from the definition of Q as a union of the squares (k— 1, k)2, k € Z™, there is no interference

2\ 2
between blocks corresponding to different values of k and then it is enough to prove that ||f {| 2 1)+ <Z’€9<o § ( I(f“,‘hkz)l ) )

. . - 2 2 .
is equivalent to [|f [l ;2o 1) + (ff(o,nz M)z,wnh 95,1) — {1 et :1C (0, 1)}.

8(x,y) 1+2A

2
Assume then that f is an L?(0, 1) function such that > ol ) H’H;’ﬁ' < oo. Let #, be an increasing sequence of finite

subfamilies of @J;, y With U2, = A o and if fi = Z,ef (f, hi) hy we have both the L?(0, 1) and a.e. pointwise
convergence of fn to f. Then from Fatou’s Lemma we have that

F—fol2, R — LR
//01)2 Ttk y)in Y _//(0,1)znlioo R it

2
< liminf f / @) = DI )
(0,1)2

n— 00 8(x,y)1t2

Now, since each f;, € §(2#), from Theorem 4 we get

2
// Ifn(x) = faW)I Un®) = Jn DI 4y = ZW B2 [@ + e 1117 — 6]
0,1)2

S8(x, y)1+2% &
[(F, hy)I?
= 2 Z |I|2A ’
1€9§ 1
hence
1h 2
// If (x) — j:();)kl dxdy < 2 Z I{f 21/\>| '
012 S, renT 1]

0,1

In order to prove the opposite inequality let us start by noticing that the identity (2.2) in Theorem 4 provides, by polar-
ization, the following formula which holds for every ¢ and € §(#)

// X)) —e() Y (x) =¥ () dxdy
onz  S(x S y* Sy

D e ) ) [Q+ ) T —a]. (2.3)

+
Ie 9(0 1

Assume thatf € 82 gy Since for any ¢ € §(2#) by (3.d), the function g’((");ﬂ%) has support at a positive §-distance of the

diagonal A, we have that it is bounded on (0, 1)%. Hence ‘”(“))]ﬁg) € L*((0, 1), dxdy). Taking in (2.3) fu = Y (f, i) Iy
instead of ¢ with #, as before, we get

o) = fo) Y (x) — Y (y) dxdy Y
//0 2 3G 5y sy 1; (f, h) (Y, hy) [(2+CA) 1] C)\].
(¥,h)#0

Now since f,(x) — f(y) tends f (x) — f(y) in L?>((0, 1)2, dxdy) and € 8(#) we get

F6 —F®) ¥ — () dudy an
//01)2 Sy Sxyy sy ,; G-y b {2 e) I = ).

0,1)
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We have to prove that ) W‘ hz’l is finite. This quantity can be estimated by duality, since

1
2

I(f, hi)|? (f, h)
Z |I|2A = sup Z |I|A bl
+ +
169(01) IE’D(O])

where the supremum is taken on the family of all sequences (b;) with ) _, o, b} < 1and b; = 0 except for a finite number

of I'sin Z)(%’]). Notice that every such sequence (b;) can be uniquely determined by the sequence of Haar coefficients of the

functiony = Y by [I|™* [(24+c,) [T —c, 17 'hy € 8(). Infact,b; = (¥, hy) |I|* [(2+¢;) |[|~** —c;]. Hence the condition
2 (1122 —21 2

Z,e©+ b? < 1becomes Z,E,Da]) (Y, hy)~ |1 [(2 + o) |7 — cl] <1.S0

(0,1)

h _
Z ulh: Z ( h) (W ) [@4 ) T = 6]

*
lent I lent

0,1 0.1)

:// f@) —f@) vx) — Y (@) dxdy
(0.1)2

S(x, y)* sx, »*  8(x,y)

// <|f(x)—f(y)|)2 dxdy // <|¢(x)—w(y)|)2 dxdy
©.1)2 5(x, y)* 5(x,y) 0.1)2 S(x, y)* 5(x,y)

Il

IA

IA

2
since [[; 2 (—“”gﬁi;;fﬁ”) s = Yien, (W )P WP @+ ) 17 =6 < Tfory € $0r). O

As a corollary of Theorem 6 we easily obtain the following density result.

Corollary 7. For f € 32 dy with Pof = O0and f, = Z,ef (f, i) hy with F, C Fpy1, Fn finite and U2, F, = D7, we have
fa —>me2,dyasn — 00.

The above result allows to extend Theorem 2 to dyadic Besov functions with vanishing means between integers.

Theorem 8. Let 0 < 8 < A < 1 be given. Then for each f € B'z\,dy with Pof = 0, we have

fO-1O)

DI o = —; 5y
Rt )

leDt

as functions in L?.

Proof. For f, as in Corollary 7, Theorem 2 provides the identity (2.4). Hence to prove (2.4) in our new situation, it suffices to
prove that both sides in (2.4) define bounded operators with respect to the norms B’Z\ 4y in the domain and [? in its image.
For the left hand side, we see that

2
S| = Y Pt (—'ﬁ;(ﬁ’”)

et leDt

which is bounded by the B 5.dy NOTM of f from Theorem 6. For the operator on the right hand side of (2.4) we start by splitting
the integral in the followmg way

fx) — f()’)d / f(X)—f(V)d +/ fx) — f(V)d
gt O(x,y)1HF seyy<2 0%, Y)1TP sy)=2 0(x, y)1TP

Applying (3.e) in Lemma 3 we obtain that the L2 norm of the first term in the right is bounded by

W IF (x) — F)I? +1 dy f (x) — FO)I?
/R* (/[x] Wdy> (/[x] W) dx < C/Q Wdydx,
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as desired. On the other hand the square of the L?> norm of the second term is bounded by

/ / IFCol+1fI dy de </ (/ (If )| + lf(Y)|)2dy> (/ dy )dx
Rt sxy=2  §(x, y)# S(x, y)# et 8(x,y)>2 d(x, Y)H_ﬂ 8(x,y)>2 d(x, .V)H_ﬂ

FP o
=C % _dydx < C <7 4
B /]R+ /t;(x,y)>2 S5(x, y)1+/3 yox = ||f”LZ = ”f”B%,dy

3. The main result

In this section we state and prove a detailed formulation of Theorem 1. With the operator D’ and the spaces B} 4y intro-
duced in Section 2 the problem can now be formally written in the following way

i
ot

Jau

i— =Du inR" x R
(P)

u0)=u’ inRT.

Theorem 9. For 0 < B < A < land u® € B} with Pou® = 0, define
u(t) = - Z eitlll_ﬁ (uo’ h1> hla t Z O (31)
1eD
Then,

(9.a) uis continuous as a function of t € [0, co) with values in B’z\ gy and u(0) = u°. In other words, ||u(t) — u(s)IlBéd — 0 for
s ,ay
s—tandt > 0;

(9.b) u is differentiable as a function of t € (0, 00) with respect to the norm ||'||Bk—ﬁ, and % = —iDPu; precisely,
2,dy
w +iDPu| , , — Owhenh — 0;
BZ,dy
(9.c) there exists Z C R with |Z| = 0 such that the series (3.1) defining u(t) converges pointwise for every t € [0, 1) outside

Z;
(9.d) u(t) — u® pointwise almost everywhere on R* whent — 0.

Notice that pointwise convergence is not a consequence of convergence in the Bé_dy norm. In fact, with the standard

notation for the Haar system h;c x) = Z%h(zfx — k), we define a sequence of functions supported in (0, 1) in the following
way. Let n be a given positive integer. Then there exists one and only one j = 0, 1, 2, ... such that 2 <n < 2 Set

fi=2"12 ;_2}..Then Ifull,2 = 2% which tends to 0 as n — . Since D*f, = 2_%D*h’;_2i = 2}‘12—%}[11'1_2 = 2‘1'(%_”}1’;_?,

we see that for 0 < A < 3, |D*f, |, — Oasn — oo.Hence f, — 0in the B} ; sense. Nevertheless f, does not converge
pointwise.
Before proving Theorem 9 we shall obtain some basic maximal estimates involved in the proofs of (9.c) and (9.d). With

Mgy, we denote the Hardy-Littlewood dyadic maximal operator given by

1

Mof 00 = sup . / F o)l dy
1

where the supremum is taken on the family of all dyadic intervals I € ® for which x € I. Calder6n’s sharp maximal operator
of order A is defined by

1
MEF00 = sup o f] F@) — F00ldy.

where the supremum is taken on the family of all subintervals (dyadic or not) J of R* such that x € J. In [5], see Corollary
11.6, DeVore and Sharpley prove that the L, norm of Mff is bounded by the Bg norm of f. For our purposes the case p = 2
is of particular interest,

IMEfl2 < ANl - (3.2)

When dealing with (9.c) and (9.d) two maximal operators related to the series (3.1) are also relevant. For t > 0 set

N ; . .
5700 = sup [s1f )] where S/ () = Y3 e <f, h’k> .(x).

j=0 kezt
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Set
S*f(x) = sup1 S;f(x).

O<t<

The next result contains the basic estimates of S} and S* in terms of Mg, and M;'.

Lemma 10. Let f € B} with0 < 8 < A < 1and Pof = 0. Then with C := 2*~#+1(2*=F — 1) we have

(10.a) Sif(x) < Cthf(x) + 2Mgyf (x) for t > 0 and x € R*;
(10.b) S*f(x) < CMJ'f(x) + 2Mgyf (x) for x € RT;
(10.c) IS*fll;2 < (AC+2) ||f||3§, where A is the constant in (3.2).

Proof. Forf € B,t > 0and N € N, we have

ISPF@)| < [SMFe) — S F@| + [Sof )] - (3.3)

Since Sg’ f(x) = Pyf(x), where Py is the projection over the space Vy of functions which are constant on each I € D", we
have supy |5{)Vf(x)| < Mg f (x). Let us now estimate the first term on the right hand side of (3.3). Forx € R andj € N, let

k(x,j) € Z*, be the only index for which x € I{;(XJ).

PBD DGR RALAE

j=0 kezt

N
Z(eitzlf’ _ 1) (/
=0 i

IS f(x) — Spf )| <

[F ) — 0y @)dy) M0 @)

i
=Yl -1 F®) — Gl dy
=0 Rin| ki
0o |eit?? _ 1| .
=t f F o) —F0)l dy
j=0 ‘Ii{g’x) By

A

2t (Z 2<W>f) M¥f (x), (3.4)

=0

which proves (10.a). The estimate (10.b) follows from (10.a) by taking supremum for t < 1. To show (10.c) we invoke (3.2),
and the L? boundedness of the Hardy-Littlewood dyadic maximal operator. [

The next lemma gives the pointwise convergence of Sf’ g(x) for every x € R™ in a dense subspace of B%.

Lemma 11. Let g be a Lipschitz function defined on R™. Then

D ) Dl A ALY

j=0 kezt
converges when N — oo, for every x € R* and every t > 0.

Proof. Fix t > 0 and x € R*. We shall prove that (Sf’g(x) :N = 1,2,...)is a Cauchy sequence of complex numbers. In
fact,for1 <M <N,

> Y e o oo

SVg(x) — SVg(®)|

=M1 kezt
N ) ‘ .
= Z Z eitzfﬂ (/ [2(y) _g(x)]hlk(y)d)’) h;c(X)
j=M+1 kez* RT
N
= 2 2 lel.? f I — | dy, ()
j=M+1 kez+ Ik k

N N
=gl Y 2 [ weviv=lgl Y 27 o

j=M+1 gy j=M+1
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Proof of Theorem 9. Proof of (9.a). From Theorem 6 we see that for each t > 0, u(t) € B} 4y» Since u’ € B; C B} dy
Moreover, for t,s > 0,

lu(®) = u®)ly,

5 (¢ )

lent B%,dy
2
. a2 . -6 |2 (U )
_ itll|=# _ islt|—# 0 2 Z itl|=# _ islt|=# ( »
= 3 | e )P D e e L
leDt et | |

which tends to zeroifs — t. O

Proof of (9.b). Let us prove that the formal derivative of u(t) is actually the derivative in the sense of B, df In fact, fort > 0
and hsuch thatt +h > 0

2 2

t+h) —u(t T
Ll( + ) U( ) i Z e,t|1| B |I|_5 <u0, hl)hl

o ihg—# 1
Z et B [eT _i|1|—ﬂ:| <u0, hl)hl

" iy it i
o 2 o r— 2 2
Wit _ -t (. 1)
it [ =1 e : e 0w
<c Ze |: . il :|(u Jhi)hy| o+ Z P il \[[20—B)
IeD 2 ledt
2 2
el =f _ T
<c ) PP |——— =il M
lept g
. )(uo,hl)\z 28 P g L T
Since, from Theorem 6, ) o+ m o < %% and [[|" |=—— —i|l| 7| = Fn T il — 0ash — 0 for each

I € ©*, we obtain the result.
On the other hand since u(t) € 82 .4y and since A > B, DPu(t) is well defined and it is given by

du
Dlu(t) =DF [ et ?(u, hy) =) el 11 (O, h —i—
u(t) ( e (u® e 17 (u°, hy) by ldt

et et

Hence u(t) is a solution of the nonlocal equation and (9.b) is proved. O

Proof of (9.c). The boundedness properties of S} and S* and the pointwise convergence on a dense subset of B allow us to
use standard arguments for the a.e. pointwise convergence of SN u° for general u® € B. We shall prove that the set Z of all
points x in R such that for some t € (0, 1)

Li(x) := mf sup |S"u°(x) — S’"uo(x)| >0

n,m>N

has measure zero. It is enough to show that for each ¢ > 0, the Lebesgue measure of the set {x € Rt : L;(x) > ¢ for some t €
(0, 1)} vanishes. Since, for any Lipschitz function v defined on R* and every t € (0, 1),

|STu’(x) — ST’ )| < |7 @’ — v)X) | + [STox) — SPvE)| + |S["(v —u

from Lemma 11, we have L, (x) < 25*(u® — v)(x). So that, from (10.c) we obtain
[{x € R* : L(x) > e forsome t € (0, D}| < “x eRY:SFW —v)(x) > gH

4(AC + 2)?
82

4
< slsa-vp = [ = vy,

Since v is an arbitrary Lipschitz function in R™ we get that |Z| = 0. Hence for every t € [0, 1) and every x ¢ Z,
(St”uo(x) :n=1,2,...)is a Cauchy sequence which must converge to its L? limit, i.e. u(t)(x) forx ¢ Zand t € [0, 1). O
Proof of (9.d). For x ¢ Z, taking the limit as N — oo in (3.4) we get the maximal estimate
|u(®)(x) — u° )| 2+
<

< M0 (x).
te(0,1) t 1-2-0-p "4

Since M u° belongs to L?, the left hand side is finite almost everywhere, hence u(t)(x) — u°(x) ast — 0 almost
everywhere. O
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