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ABSTRACT. We show that Caffarelli-Kohn-Nirenberg first order interpolation
inequalities as well as weighted trace inequalities in R™ x R4 admit a better
range of power weights if we restrict ourselves to the space of radially symmetric
functions.

1. Introduction. The aim of this paper is to show that inequalities of Caffarelli-
Kohn-Nirenberg type hold for a wider class of exponents if we restrict ourselves to
the space of radially symmetric functions. To make this precise, recall the classical
first-order interpolation inequality obtained in [2]:

Theorem (Caffarelli-Kohn-Nirenberg). Assume
pg>1, r>0, 0<a<l1 (1)
1 o 1 g 1 x

S+, —+5, -+

P n q n r n

where
7= a0+ (1 - a)b. 3)
Then, there exists a positive constant C such that the following inequality holds for
all u € C°(R™)
2 ul - < C|ll2|*Vullts [l u] 7, (4)

if and only if the following relations hold:

(e (el

roon n
0<a-o if a>0, (6)
and
1 -1 1
a—oc<1 if >0 and -+ 2 =-+7 (7)
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Although the conditions of the above theorem cannot be improved in general,
some special cases of inequality (4) with a = 1 and « = 0 are known to hold for
positive values of o if u is radially symmetric (see [6, Section IV] and references
therein). Our aim is to study how can the range of parameters of equation (4) be
improved for radially symmetric functions and 0 < a < 1. More precisely, we will
show that the following theorem holds:

Theorem 1.1. Assume conditions (1), (2), (3) and (5) hold. Then there exists
a positive constant C such that inequality (4) holds for all radially symmetric u €
C§°(R™) and all

a l—a

(8)

provided that, if a > 0,

m—m[1C-ﬁ)+;—l]ga—ogo (9)

and

(10)
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with strict inequality in (9) if p = 1.

Remark 1. If ¢ > 0 condition (10) trivially holds because of (8), and thus our
result admits a simpler statement in this case.

The key to our proof is to use the well-known inequality relating v € C§°(R"™)
with the fractional integral (also called Riesz potential) of its gradient, namely

lu(z)] < C / V) 7 () () (1)

n |I _ y‘n—l
together with improved weighted estimates for fractional integrals of radial functions
from [4] and the observation that inequality (4) enjoys a certain self-improving
property. It is worth noting that this method of proof is different from that of
the original proof by L. Caffarelli, R. Kohn and L. Nirenberg [2], and also from a
different approach developed by F. Catrina and Z-Q. Wang in [3].

We then show that also improved trace inequalities can be obtained in a similar
way, but with a slightly different operator involved in the formula (11), for which
we prove the required weighted estimates, that play the same role as that played
by the result of [4] for the Caffarelli-Kohn-Nirenberg inequalities.

To be more precise, we are interested in showing that the following trace in-
equality from [1] can be improved for radially symmetric functions (in the first n
variables):

Theorem. Let v € C°(R"™ x Ry). Then, the following inequality holds

]~ f (2,0l Laeny < CllI(ys 2)|1*V (g, 2) || L2Rn xrt)
provided that:

1
1
a> -l (13)
and 1
LU e S S S (14)

q 2
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Indeed, we will show that the following refinement is possible in the case of
radially symmetric functions:

Theorem 1.2. Let u € C°(R™ x Ry) be a radially symmetric function in the first
n variables. Then, the following inequality holds

1£ (2, 0)lal [l za@n) < CllI(y: IV f (Y, 2) Lo g xrey (15)
provided that:
n 1
1
S (17)
p
and
1
LU S (18)
q b
Remark 2. Using condition (18), condition (16) can be seen to be equivalent to

1<p<g<oo.

As a preliminary result for the proof of Theorem 1.2, we will first prove the
following theorem, of independent interest.

Theorem 1.3. Let x € R™ and

[y, 2)
Tf(z ::/ _ T2 . 19
D= ferea, =9+ 28 1
Assume f € C§°(R™ x Ry) is such that f(y,z) = fo(lyl,z). Then, the inequality
ITf(@)2] ="l Lageny < Clll(ys 2)|* F(Ys 2) | o n xrety (20)
holds provided that
1<p<qg<x (21)
nontl s (22)
q
and
n n
- =< fB< - 23
” B . (23)

The rest of this paper is organized as follows. In Section 2 we recall some neces-
sary preliminaries. In Section 3 we prove Theorem 1.1. In Section 4 we explain the
relation between the operator T'f defined by (19) and the weighted trace inequal-
ities we are interested in, and find a convenient expression for this operator when
acting on radially symmetric functions (in the first n variables). In Section 5 we
prove Theorem 1.3 and, finally, in Section 6, we use Theorem 1.3 to prove Theorem
1.2.

2. Notation and preliminaries. As it is usual, C will denote a positive constant,
independent of relevant parameters, that may change even within a single string of
estimates.

To prove Theorem 1.1 we will make use of a theorem proved in [4], that we recall
here for the sake of completeness.



4 PABLO L. DE NAPOLI, IRENE DRELICHMAN AND RICARDO G. DURAN

Theorem 2.1 ([4], Theorem 1.2). For n > 1 define

_ v(y)
(Tyv)(z) == /R” [ dy, 0<~vy<n. (24)
Let
1<p<q<oo, (25)
n
B <= (27)
1 1
and
1.1 + ytat+B (29)
q p n

with strict inequality in (28) if p = 1. Then, the inequality
2]~ PTy0ll Lagny < Clllz|*0]l Lo en)
holds for all radially symmetric v € LP(R™, |x|P*dx), where C' is independent of v.

For the proof of Theorem 1.3 we will use the main idea in the proof of Theorem
2.1, that is, to write the operator (in this case, the operator given by (19) instead of
the Riesz potential (24)) as a convolution with respect to the Haar measure in R.
To make this precise, recall that if G is a locally compact group, then G posseses
a Haar measure, that is, a positive Borel measure p which is left invariant (i.e.,
w(At) = u(A) whenever t € G and A C G is measurable) and nonzero on nonempty
open sets. In particular, if G = R — {0}, then u = %, and if G = Ry, then p = dw—z.

The convolution of two functions f,g € L'(G) is defined as:

(f*g)(x /f gy~ x) dp(y)

where y~! denotes the inverse of y in the group G.
The following version of Young’s inequality holds in this setting:

Theorem 2.2. [5, Theorem 1.2.12] Let G be a locally compact group with left
Haar measure u that satisfies u(A) = u(A=Y) for all measurable A C G. Let
1 <p,q,s < oo satisfy

1 1 1
- +l==4-.
q p s
Then for all f € LP(G, ) and g € L*(G, i) we have
I e (G- (30)

3. Proof of theorem 1.1. Clearly, when a = 0 the theorem is completely trivial.
Therefore, we will split the proof into two cases, namely, when a = 1 and when
O0<a<l
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3.1. Case a = 1. Notice that in this case, o =~ by (3).
Observing that for u € C§°(R™)

[Vul(y)

re | — 1yt

u(z)] < C dy = Tp1(|Vul)(2)

we see that

el uller < Cllja Trr (V]| -

but, since we are assuming that v is a radial function, then so is |Vu| and we can
use Theorem 2.1 to deduce that

e Toa (V|- < Cllfa|*Vul| e

provided that

1<p<r<oo (31)
1 a-1

Syl 2 (32)
r n P n

a<g (33)

—y <= 34

< (34)

and
<n—1>(1—1)s(x—% (35)

with strict inequality in (35) if p = 1.

Clearly, the scaling condition (32) equals condition (5) when a = 1; and using
(32), condition (31) can be seen to be equivalent to v — a < 1, which holds because
of hypothesis (9) (recall that in this case v = o). Condition (34) equals condition
(10) (in this case it is also included in (2)); and (35) follows from (9) since a = 1.

We claim that condition (33) can be removed if we only wish to consider the
inequality

[z ul[er < Cfllz[*Vul 2o (36)
(this is not the case if the operator T,,_; is not acting on |Vu|). Indeed, we will
prove that if (36) holds for o and ~, then it also holds for a+ 1 and v+ 1, provided
that ap # —1. To this end, we apply the inequality to |z|u (strictly speaking, this
function is not C§°, but it suffices to take a regularized distance function to the
origin, see e.g. [7], and apply the same argument).

Then,

[l < Clll*V (Ju) ]l ~ Cll2*F Vull, + [l *ull,)
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and, therefore, it suffices to see that |||z|*ul|, < C|||z|*T'Vul|,. To this end write
liafull = [ follup dz
= C/ V[P [uf” d
<C [ PV up o

§C/|x|pa+1|u|p_l|Vu|dx

<c (/|x|po‘|u|pdx>p (/|xp(°‘+1)|Vu|pdx>p

Thus, we have proved that

Db
| *ull} < Clllz|*ullg" ||z]* Vull,
whence it follows immediately that
[ *ull, < Clll]* Vullp.

Iterating the same argument, we can see that if (36) holds for v and «, then it
also holds for v+ k and a+ k with k € Ny provided that (o« — k)p # —1. Therefore,
to see that we can remove condition (33), it suffices to observe that any o > ﬁ can
be written as (a — k) + k, with =2 < a—k < .7, and (a — k)p # —1. Indeed,
since 77 — (—%) = n, such a k exists except when n =1 and v = 1%. But this is
impossible, since in that case, by (32) we should have  +~ = Z% + i — 1, that is,
1 4+ 4 =0, which contradicts (2).

3.2. Case 0 < a < 1. Write

1
( / e 17 e dx) = ( / a2 g (7 2 = E g dx)

_ (1 BA=a)
< Nl ull g2l =075 D)l o (37)

g—r(1—a)

=

= lelPull b lelul e (38)

where in (37) we have used Holder’s inequality with exponent ﬁ (which is
greater than 1 by (8)) and in (38) we have used the definition of o, given in (3).
Applying now the result obtained in the case a = 1, we deduce that
"l < Clllzl?ull 2" ll2|*Vul g,

provided that
arq

l<p<——1 39
<SPS T i <% (39)
—r(l—a 1 a-1
M—kg:f—k (40)
arq n p n
_y < Mag=r+tar) (41)
arq

and

a_a><n_1>(q‘r(1‘(”—1), (12)

arq p
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where in (42) the inequality is strict if p = 1.

Clearly, condition (39) holds because of (8), and condition (40) is easily seen to
be equivalent to (5) using the definition of o given in (3). Finally, condition (41)
equals conditon (10) while (42) is the same as (9). This concludes the proof.

4. The operator associated to trace inequalities. Before we can proceed to
the proof of the announced trace inequality, we first need to obtain an expression
analogous to (11) and, then, a convenient expression for the involved operator when
acting on radial functions.

To this end given u and a unitary vector &, consider g(s) = u(s£,0). Then,

0)=— [, g'(s)ds = — [;° Vu(s€) - ds.

Cons1der now ¢ € C§°(S™) supported in R™ x R and such that [ ¢(&)do(§) =

1. Then

u0.0)= - [ N [ vutse)-gote) deas

For (y,z) € R let ¢(y, 2) = ¢((y,2)/l|(y, 2)|I). Therefore, ¢(s€) = (&) for all
s € RT,£ € S”, and the above identity becomes

u(0,0) = —/0 /S Vu(s) - s€ p(s€) 8n1+1 s dsd€

1
=— Vu(y,z) - (y,2) ¢y, 2) g dy dz
Jo, T02)- 0218002y
More generally,
z,0 S/ Vu(y,z)| ——— dy dz
R S e

1
- /Ran+ |Vu(y,z)|m dydz

Then, we have to study the behavior of the operator
[y, 2)
Tf(x) = / e m dydz
RexR, (T —y)? + 223
for z € R™.

Since we are interested in the radial case, assume f is a radially symmetric
function in the first variable (by an abuse of notation we will still call it f).
Using polar coordinates

y=ry, r=lyl, yes!
r=pr, p=|z|, 2 es"!

if n > 2 we may write:

n—1
/ {/ / fr2)r dy' dr| dz
gn—1 pf2p7’x y+r2+z)

1-#)"
frz n-1 dtdrdz
1 (p2 =2prt + 12+ 22)3

where the second equality can be justified integrating in the sphere (see, e.g., Lemma
4.1 from [4]).
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Making the change of variables z = rZ, dz = r dZ we obtain

[ee) (e’ 1 1— 2 ";3
:/ / f(r, 7“2)7""/ (1=t = dtdr dz
o Jo ~1 [1 _ 2, o]z

2(8) 0+ (8)" + 2

:/OOO /OOO frr)1 (2,2) drda (43)

where, for a > 0,

nS

1 2
-t
I(a,z):= = dt.
(a,2) /_1 (1 —2at +a?+22)2

Expression (43) will allow us to write T'f as convolution operator and to obtain
Theorem 1.3, that we proceed to prove next.

5. Proof of Theorem 1.3. If n = 1 recall that we want to prove

ITf (@) |2~ La) < CllI(y, 2)* f (9, 2) || Lo exrt)

Since in this case (43) does not hold, we remark that

— — 1
ITf (@) |2~ P || o w,aa) = Il|] B+qTf||L‘1(]R,|de|)

and write

B+ |$\ Pt
|x| 77T e T f(x - dzdy
+z2]
B2
/ / f y,lylz |z~ \yl PR
1|2+22) Iyl
/ / Iylz D Ty
771|2+z2) ly|

:/ o=« (B2
0 T (112 1 23

where the convolution is taken with respect to the first variable in the multiplicative
group R — {0} with Haar measure dz/|z|.

Let g(y) = 7"
T = (1t

. Then, by Young’s inequality (Theorem 2.2), if

1 11
S4l=-4= (44)
q p s

IT £ () ]2| ™7 || Lo ®,da)
< / O ey PPN P RPRE

_ ([T V[P (1=B+1)p— o\ * E Y
= [ (et %) <(1+22)g>dz

(45)
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Observing now that

o0

1w 2 F @ ) o sy = / / (02 + 22 E |y, 2)|P dy d
0
- / / W2 + P2 Py, ly12)Plyl dy dz
0
=[] aseATuert sl e apas
0

and that (1 -8+ %)p —1=ap+1 (by (22)), we can apply Holder’s inequality to
(45) to obtain

4
Y

p/

ap’

IT (@) 2] | Lagy < 111 2)|* £ @ 2l oonxrsy / D
0 (1 + 2;2) P

Therefore, to conclude the proof of the one-dimensional case it suffices to see that

p/
7@,(& < 400
0o (1422)=

provided that (22), (23) and (44) hold. We omit the details since the computations
are analogous to those that we will do in the higher dimensional case.
Now we proceed to the case n > 2. In this case, remark that,

HTf(m)\xrBHLq(Rn) -C (/0 |Tf(p)|qp—ﬂq+npp>

= CHP7B+%TJC||L(;(LPP)

We claim that pfﬁ o f can be written as a convolution in the multiplicative
group (R4, ). Indeed,

pPraTf :/ / flryrz) I (B,z) p PN drdz
o Jo r

o0 oo —p+ woid
— [ [ serar (P (B) e T
0 0 T T T

= / (f(r, TZ)T_ﬁ+%+1) * (I(r, z)r_ﬁ"'%) dz

0

where * denotes the convolution with respect to the Haar measure dr/r in the first
variable.
Therefore, using Young’s inequality, for

1 11
S+1=Z+42, (46)
q p s
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we obtain

ITF(0)o " o

< [ I ¢ (2 g d

LS(L:) dz

S/ Lf G2y =P E Gy an | (r, 2)r ™ 7H 5|

0

= - dr Caim
:/o (/ 7 r2)PrPTa >) VG 24 | oy dz

ﬁ+‘

e " wp dr\ 7 1, 2)r Le(dr)
— P (*5+;+1)P 1 2\ 52
/(; (A |f('l",'f'z)‘ r ( +z ) 7,,> (1_|_Z2) dZ

Now, since

11y 2)1® £, 2) | Lo (rn xiey = / / (r? + 22) f(rz)|pr"1drdz>

(
(/OOO/OOOT + 7222 F | f (r, r2) [Pr dzdr)p
</OOO/OOO LI (r,rz) e dzdr);,

+1)—1 and applying Holder’s inequality to the

observing that n+ap = p(—8
above expression, we obtain

ITF(0)p ™l

+ 2z
q

oo |[I(r,2)r —A+3 . o
z

< M DI Dy | [ e
z 3

Therefore, to conclude the proof of the theorem it suffices to see that

o " ,
/ 1 (r, 2)r P52
0

e (1 22" F dz < +o0. (47)

Observe first that the denominator of

I(r,z):/_1< (-1 = = dt

1—2rt+1r2+422)2

can be rewritten as [(a —t)2+ (1 —1%)+22]% and, therefore, it vanishes for r = ¢ = 1

and z = 0 only.
To bound ||I(r,z)r P74, Lo(dzy, consider ¢ € C*(R) such that supp(p) C

1,2, 0 < p < 1land ¢ = 11in (2,3). We can then split I(r,2)r PTe =
I(r, 2)r =P 3 o(r) + I(r, z)riBJr%(l — (1)) = g1(r) + g2(r) and bound both terms
separately. To this end, we will study first the behavior of g; and g and then
estimate (47).

Consider first go. For r — 0, we have
I100,2) = (1 +22)"% / (1—2)"" dt ~ (14 22)7 5.
-1

ary behaves like (14 22)~% when 7 — 0, provided that 8 < =

Therefore, ||g2
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When r — oo,
1

RO
In this case, if z is bounded, say z < 2, ||g2[[ < () is also bounded provided that
8> —%. On the other hand, when z — oo, we need to estimate

> (PHA)F v ) T 2 (D% v

assuming again that g > fﬁ.

I(r,z) ~

-

w o

We can proceed now to ||g1]
that is n > 3 and odd.

If z is sufficiently large, then I(r,z) ~ z~™ and, therefore, ||g1|

If, on the contrary, z — 0, we may write

Ls(dzy- We consider first the case k = -3 ¢ Ny,

—n

Le(d) ™ F

1 k
d n
I(r,z) ~ /1(1 — tQ)kw {@—2rt+r2+ 275} at
and integrating by parts k-times (the boundary terms vanish), we obtain
I(r,z) < Crl(1 —r)? + 227 3 Hk+L
Since we are assuming that —5 +k+1 = —%, we conclude that
5 1
o | )
91l pe(dr) L (=) + 225

- =)

1

~Y
1
1-3

z

We can consider now k =m + %, m € Np. In this case

d

| 10r,2)]

dt

/1 (1 7t2)k
- 1 (1 =27t 72 4 22)5H1

1 1
1 2\m 2 1 2\m4+1 3
1—t 1—t
<C: / i / L A
1 (1=2rt+r2+22)2 1 (1 =2rt+r2+22)2
and, since now % € N, we deduce from the previous case that

—(n+2)+2m+3
2

< Cz[(1- r?) + 22]

d
—1I
1)
=Cz[(1-r)2+ 2?2
<C[1—r|+2]73
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Therefore,

I(r,z) = / %I(r,t) dt <Cz[|1 —r|+ 8] % < O[]l — 7|+ 2]2
0

which implies
1

Lo(sr) ™ T

g1

It remains to check the case k = —% (i.e., n = 2). To this end, we write

0 2y — 41 1 2\—1
(1—%)> / (1-t)>
I _ dt dt
(r.2) /_1 (1—2at+ a? + 22) " o (1—2al+a%+2%)

_ O at
(Z)S/—l (1+1)2 =2

1 1
. (1—-t)"2
< dt
(i) < /0 (1 —2at+ a® + 22?)

I
_ QA

1—2at+a2+ 22

1 _2%
§4a/ (-t dt
o (

Clearly,

while

1—2at+ a? + 22)?
and the last integral can be bounded as before (notice that it corresponds to the
case n = 4).
We are now able to see that (47) holds. Indeed, by our previous calculations, we
need to bound

/

1 1 1 ?
/ T =+ = | dz
0o \z'E(1422)2 (1+22)%

’

+/°° 1 . 1 : .
a n V4
1 21+ 22)2 z’8+7(1+z2)%

When z — 0, the integrability condition is p’(1 — 1) < 1, which holds because
of (21) and (46). When z — oo, since we are assuming that § < 2, there holds
that n > B+ 7, whence the integralibity condition is (B + o+ a) > 1, that is,
a+ 5> 1% — %. But, by (18) this condition is equivalent to ﬁ > 0, which trivially
holds. This concludes the proof of the theorem.

6. Proof of Theorem 1.2. As in the case of the Caffarelli-Kohn-Nirenberg inter-
polation inequality, if we simply apply Theorem 1.3 to |V f| we obtain (15) provided
that

1<p<qg< (48)
nontl s (49)

and ! n n
7 5<5' (50)
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Notice that this last condition is equivalent to 7”7“ +1l<a< ”;Cl because of

(49).
To prove Theorem 1.2 we need to see that condition o < ”p—fl is unnecessary for

inequality (15) to hold. Indeed, with a similar argument as that used for Theorem
1.1, we will prove that if the inequality holds for o and § then it also holds for a+1
and 8 — 1 provided that ap # —1.

To see this, consider f(z)|z| (strictly speaking, we would need to replace |z| by
a regularized distance, to guarantee that the product is in C§°). Then,

17, 0) | =+ | Lageny < Clll(ys )| *V (v, 2)|f (5, 2)) | o (e et
< Clll(y, VI Y, 2)l| o e xe)
+ 11y, 21" f (4, 2) | e n xr+)

Therefore, it suffices to see that

11y, 2)|* f (Y, 2)l| Lo o xry < CllI(y, 21TV f (y, 2) ]| Lo n <)

To this end, consider

|| ‘(y7 Z)|af(y7 Z)||I£p(]Rn,XR+)

:/R /n (g, 2)[P*| £ (y, 2)|P dy dz
pa+1 P

< C/ﬂh / (y, 2) PPV | £ (y, 2)|P| dy d=
<0 [ [ N2 9.2 dy
- alp=1) p—1 a+1
C/R+ L1229 )y

Applying Holder’s inequality we see that

1y, 2)1% f(y, 2)|15 < CIH(y,Z)I“f(y,Z)IIEP'IH(y7Z)Ia+1Vf(y7z)||p

and it follows immediately that

ity 2)1* f (s 2)llp < CllICy, )"V f(y: 2)

as we wanted to see.
Iterating the same argument we see that if inequality (15) holds for « and 3, then
it holds for o + k and 8 — k with k € Ny. Therefore, to see that condition a < 25

p/
2%l can be written as (o — k) + k,

is uneccessary, it suffices to see that any a >
with f”Tfl+1 <a—k< ™ and (o —k)p# —1.

P
But, ”;71 — (—"Tfl + 1) = n, and therefore k can be chosen as above, except
when n =1 and a = ”; = 1% (that is, 8 = 7$) that cannot happen because for

n=1a> 1% (because of (50) and (49)). This completes the proof of the theorem.
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