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Abstract

We use the Aron–Berner extension to prove that the set of extreme points of the unit ball of the space
of integral k-homogeneous polynomials over a real Banach space X is {±φk : φ ∈ X∗, ‖φ‖ = 1}. With
this description we show that, for real Banach spaces X and Y , if X is a nontrivial M-ideal in Y , then⊗̂k,s

εk,s
X (the k-th symmetric tensor product of X endowed with the injective symmetric tensor norm) is

never an M-ideal in
⊗̂k,s

εk,s
Y . This result marks up a difference with the behavior of nonsymmetric tensors

since, when X is an M-ideal in Y , it is known that
⊗̂k

εk
X (the k-th tensor product of X endowed with

the injective tensor norm) is an M-ideal in
⊗̂k

εk
Y . Nevertheless, if X is also Asplund, we prove that every

integral k-homogeneous polynomial in X has a unique extension to Y that preserves the integral norm.
Other applications to the metric and isomorphic theory of symmetric tensor products and polynomial ideals
are also given.
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0. Introduction

The study of extreme points of dual unit balls and the presence of M-ideal structures showed
to be very useful tools in the theory of Banach spaces, leading to a better understanding of the
geometry of the spaces involved.

Ruess–Stegall [36], Ryan–Turett [37], Boyd–Ryan [9], Dineen [22] and Boyd–Lassalle [8] in
their investigations studied the extreme points of the unit ball of the space of (integral) polynomi-
als defined on a Banach space. On the other hand, a number of authors have examined M-ideal
structures in tensor products, operator spaces, spaces of polynomials or Banach algebras, see
e.g. Werner [40,39], Dimant [20], Lima [32] and Harmand–Werner–Werner [28] (see also the
references therein).

Motivated by the increasing interest in the theory of homogeneous polynomials and symmetric
tensor products, we study the extreme points of the unit ball of a space of integral polynomials,
the existence of an M-ideal structure in the symmetric injective tensor product and unique norm
preserving extensions for integral polynomials (and also for polynomials belonging to other ide-
als).

In 1972 Alfsen and Effros [2] introduced the notion of an M-ideal in a Banach space. The
presence of an M-ideal X in a Banach space Y in some way expresses that the norm of Y is a sort
of maximum norm (hence the letter M). To be more precise, a subspace X of a Banach space Y is
an M-ideal in Y if its annihilator, X⊥, is �1-complemented (then we may write Y ∗ = X⊥ ⊕1 X∗,
see Section 1).

As it is quoted in the book written by Harmand, Werner and Werner [28]: “The fact that X

is an M-ideal in Y has a strong impact on both Y and X since there are a number of important
properties shared by M-ideals, but not by arbitrary subspaces”. One of the interesting properties
shared by M-ideals is the following: if X is an M-ideal in Y then every linear functional defined
in X has a unique norm preserving extension to a functional in Y ∗ [28, Proposition I.1.12].

As a consequence of [28, Proposition VI.3.1] we know that if X is an M-ideal in Y , then⊗̂k

εk
X (the k-th tensor product of X endowed with the injective tensor norm) is an M-ideal in⊗̂k

εk
Y . Therefore, every integral k-linear form in X has a unique extension to Y that preserves

the integral norm.
Most of the results of the theory of tensor products and tensor norms have their natural ana-

logue in the symmetric context (i.e. in the theory of symmetric tensor products); so one should

expect that whenever X is a nontrivial M-ideal in Y , then
⊗̂k,s

εk,s
X (the k-th symmetric ten-

sor product of X endowed with the injective symmetric tensor norm) would be an M-ideal in⊗̂k,s

εk,s
Y . Surprisingly, we will see in Theorem 2.5 that, for real Banach spaces, this never can

happen. To prove this, we make use of a characterization of the extreme points of the unit ball of
the space of integral polynomials over real Banach spaces, which is interesting in its own right.

In [8] Boyd and Lassalle proved that if X is a real Banach space, X∗ has the approximation

property and
⊗̂k,s

εk,s
X does not contain a copy of �1, then the set of extreme points of the unit ball

of the space of integral k-homogeneous polynomials over X is {±φk: φ ∈ X∗, ‖φ‖ = 1}. We
will show in Theorem 2.1 that all the additional hypotheses of their result can be removed.
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Even though the M-structure for symmetric tensors fails, one may wonder whether the con-
sequence about unique norm preserving extensions holds. That is, being X a nontrivial M-ideal
in Y , has every integral k-homogeneous polynomial in X a unique extension to Y that preserves
the integral norm? We will give in Theorem 2.10 a positive answer for the case of X being an
Asplund space and describe explicitly this unique extension. In particular, if X is an M-ideal in
its bidual X∗∗ then every integral k-homogeneous polynomial in X has a unique extension to
X∗∗ with the same integral norm.

We will also examine the following related question: Let Q be a maximal polynomial ideal
and let P be a fixed polynomial belonging to Q(kX), under what conditions do we have a unique
norm preserving extension of P to the bidual X∗∗? Since the Aron–Berner extension preserves
the ideal norm for maximal polynomial ideals [15], the question can be rephrased in the follow-
ing way: When is the Aron–Berner extension the only norm preserving extension (for a given
polynomial) in Q?

This was addressed in [5] for the ideal of continuous homogeneous polynomials. We will
see in Section 4 necessary and sufficient conditions for this to happen that are related with the
continuity of the Aron–Berner extension morphism.

To this end, given a symmetric tensor norm of order k, βk , we examine the local geometry of

the bidual of the symmetric tensor product of a Banach space, (
⊗̂k,s

βk
X)∗∗, and the symmetric

tensor product of its bidual
⊗̂k,s

βk
X∗∗. We introduce a canonical application Θβk

from
⊗̂k,s

βk
X∗∗

to (
⊗̂k,s

βk
X)∗∗, in order to study if these spaces have the same local structure in the sense of the

principle of local reflexivity. Some isomorphic properties are derived from this relationship. For
example, in Theorem 3.3 we show that, if X∗∗ has the bounded approximation property, then Θβk

embeds
⊗̂k,s

βk
X∗∗ as a locally complemented subspace of (

⊗̂k,s

βk
X)∗∗. Equivalently, Pβk

(kX∗∗)
(the maximal ideal of βk-continuous k-homogeneous polynomials over X∗∗) is a complemented
subspace of Pβk

(kX)∗∗. This extends results of Jaramillo–Prieto–Zalduendo [29, Corollary 3]
and Cabello–García [10, Theorem 2].

We will also find conditions to ensure the existence of a canonical isomorphism between these
two spaces, i.e. the Q-reflexivity for the βk norm introduced by Aron and Dineen [6].

The article is organized as follows. In Section 1 we give some preliminary background. All the
results mentioned above regarding the injective symmetric tensor norm and the ideal of integral
polynomials are presented in Section 2. In Section 3 we describe and study some properties

of the mapping Θβk
which relates

⊗̂k,s

βk
X∗∗ and (

⊗̂k,s

βk
X)∗∗. In Section 4 we study necessary

and sufficient conditions that assure that a given k-homogeneous polynomial P belonging to
a maximal polynomial ideal Q(kX) has a unique norm preserving extension to Q(kX∗∗). In
Section 5 we investigate under which circumstances the mapping Θβk

(equivalently (Θβk
)∗)

becomes an isomorphism; providing thus an isomorphism between Pβk
(kX)∗∗ and Pβk

(kX∗∗).
We refer to [23,25] for the background about symmetric tensor products and polynomial ideals

and to [28] for the theory of M-ideals.

1. Preliminaries

Throughout the paper X and Y will be real or complex Banach spaces, X∗ will denote the
dual space of X, BX will be the closed unit ball of X and SX will stand for the unit sphere. The
canonical inclusion from X to X∗∗ will be denoted by κX . We will also note by FIN(X) the class
of all finite dimensional subspaces of X.
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We will use the notation
⊗k

X for the k-fold tensor product of X. For simplicity, ⊗kx will

stand for the elementary tensor x⊗ k· · · ⊗x. The subspace of
⊗k

X consisting of all tensors of
the form

∑r
j=1 λj ⊗k xj , where λj is a scalar and xj ∈ X for all j , is called the symmetric k-fold

tensor product of X and is denoted by
⊗k,s

X. When X is a vector space over C, the scalars are
not needed in the previous expression.

Given a continuous operator T :X → Y , the symmetric k-tensor power of T (or the tensor
operator of T ) is the mapping from

⊗k,s
X to

⊗k,s
Y defined by(⊗k,sT

)(⊗kx
) = ⊗k(T x)

on the elementary tensors and extended by linearity.
For a k-fold symmetric tensor v ∈ ⊗k,s

X, the symmetric projective norm of v is given by

πk,s(v) = inf

{
r∑

j=1

|λj |‖xj‖k

}
,

where the infimum is taken over all the representations of v of the form
∑r

j=1 λj ⊗k xj .
On the other hand, the symmetric injective norm of v is defined by

εk,s(v) = sup
φ∈BX∗

∣∣∣∣∣
r∑

j=1

λjφ(xj )
k

∣∣∣∣∣,
where

∑r
j=1 λj ⊗k xj is any fixed representation of v. For properties of these two classical norms

(εk,s and πk,s ) see [23].
Symmetric tensor products linearize homogeneous polynomials. Recall that a function

P :X → K is said to be a (continuous) k-homogeneous polynomial if there exists a (continu-
ous) symmetric k-linear form

A :X× k· · · ×X → K

such that P(x) = A(x, . . . , x) for all x ∈ X. In this case, A is called the symmetric k-linear form

associated to P and it is usually denoted by
∨
P . Continuous k-homogeneous polynomials are

those bounded in the unit ball, and the norm of such P is given by

‖P ‖ = sup
‖x‖�1

∣∣P(x)
∣∣.

If we denote by P (kX) the Banach space of all continuous k-homogeneous polynomials on X

endowed with the sup norm, we have the isometric identification

P(
kX

) 1=
(⊗k,s

πk,s

X
)∗

. (1)

We say that βk is a symmetric tensor norm of order k (s-tensor norm) if βk assigns to each
normed space X a norm βk(.;⊗k,s

X) on the k-fold symmetric tensor product
⊗k,s

X such that
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(1) εk,s � βk � πk,s on
⊗k,s

X.
(2) ‖ ⊗k,s T :

⊗k,s
βk

X → ⊗k,s
βk

Y‖ � ‖T ‖k for each operator T ∈ L(X,Y ).

Condition (2) will be referred to as the “metric mapping property”. We denote by
⊗k,s

βk
X

the tensor product
⊗k,s

X endowed with the norm βk(.;⊗k,s
X), and we write

⊗̂k,s

βk
X for its

completion.
An s-tensor norm βk is called finitely generated if for every normed space X and v ∈ ⊗k,s

X,
we have:

βk

(
v,

⊗k,s
X
)

= inf
{
βk

(
v,

⊗k,s
M

)
: M ∈ FIN(X), v ∈

⊗k,s
M

}
.

From now on, every s-tensor norm considered in the article will be finitely generated.
If βk is an s-tensor norm of order k, then the dual tensor norm β∗

k is defined on FIN (the class
of finite dimensional spaces) by ⊗k,s

β∗
k

M : 1=
(⊗k,s

βk

M∗)∗
(2)

and on NORM (the class of normed spaces) by

β∗
k

(
v,

⊗k,s
X
)

:= inf
{
β∗

k

(
v,

⊗k,s
M

)
: v ∈

⊗k,s
M

}
,

the infimum being taken over all the finite dimensional subspaces M of X whose symmetric
tensor product contains v.

Since any s-tensor norm satisfies βk � πk,s , we have a dense inclusion⊗k,s

βk

X ↪→
⊗k,s

πk,s

X.

As a consequence, any P ∈ (
⊗k,s

βk
X)∗ can be thought as a k-homogeneous polynomial on X.

Different s-tensor norms βk give rise, by this duality, to different classes of polynomials.

We will say that βk is projective if, for every metric surjection Q :X
1
� Y , the tensor product

operator

⊗k,sQ :
⊗k,s

βk

X →
⊗k,s

βk

Y

is also a metric surjection. On the other hand we will say that α is injective if, for every I :X
1

↪→ Y

isometric embedding, the tensor product operator

⊗k,sI :
⊗k,s

βk

X →
⊗k,s

βk

Y,

is an isometric embedding.
The two extreme s-tensor norms, πs and εs , are examples of the last two definition: πs is

projective and εs is injective.
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The projective and injective associates (or hulls) of a symmetric tensor norm βk will be de-
noted, by extrapolation of the 2-fold full case, as \βk/ and /βk\ respectively. The projective
associate of βk will be the (unique) smallest projective tensor norm greater than βk . Following
some ideas from [19, Theorem 20.6] we have

⊗k,sQX:
⊗k,s

βk

�1(X)
1
�

⊗k,s

\βk/
X,

where QX :�1(BX) � X is the canonical quotient map. We say that βk is projective if βk = \βk/.
The injective associate of βk will be the (unique) greatest injective tensor norm smaller

than βk . As in [19, Theorem 20.7] we get,

⊗k,sIX:
⊗k,s

/βk\
X

1
↪→

⊗k,s

βk

�∞(BX∗),

where IX is the canonical embedding. We say that βk is injective if βk = /βk\.
The following duality relations for an s-tensor norm βk are easily obtained (see [16])(

/βk\
)∗= ∖

β∗
k

/
,

(\βk/
)∗= /

β∗
k

∖
.

Let us recall some definitions on the theory of Banach polynomial ideals [24]. A Banach ideal
of continuous scalar valued k-homogeneous polynomials is a pair (Q,‖ · ‖Q) such that:

(i) Q(kX) = Q ∩ P (kX) is a linear subspace of P (kX) and ‖ · ‖Q(kX) (the restriction of ‖ · ‖Q
to Q(kX)) is a norm which makes (Q(kX),‖ · ‖Q(kX)) a Banach space.

(ii) If T ∈ L(X1,X), P ∈ Q(kX) then P ◦ T ∈ Q(kX1) and

‖P ◦ T ‖Q(kX1)
� ‖P ‖Q(kX)‖T ‖k.

(iii) z 
→ zk belongs to Q(kK) and has norm 1.

Let (Q,‖ · ‖Q) be a Banach ideal of continuous scalar valued k-homogeneous polynomials
and, for P ∈ P (kX), define

‖P‖Qmax(kX) := sup
{‖P |M‖Q(kM): M ∈ FIN(X)

} ∈ [0,∞].

Themaximal hull of Q is the ideal given by Qmax := {P ∈ P (kX): ‖P‖Qmax < ∞}. An ideal Q is

said to be maximal if Q 1= Qmax. The minimal hull of Q is the composition ideal Qmin := Q ◦ F ,
where F stands for the ideal of approximable operators, with the usual composition norm. An

ideal Q is said to be minimal if Q 1= Qmin.
By [25], a maximal (scalar-valued) ideal of k-homogeneous polynomials is dual to a sym-

metric tensor product endowed with a finitely generated s-tensor norm of order k. So, for βk a
finitely generated s-tensor norm of order k, we denote by Pβk

the polynomial ideal dual to this
tensor norm. That is, for a Banach space X,

Pβk

(
kX

) =
(⊗̂k,s

βk

X
)∗

.
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The maximal ideal dual to the symmetric tensor norm βk = εk,s is the ideal of integral poly-
nomials PI . A polynomial P ∈ P (kX) is integral if there exists a regular Borel measure μ, of
bounded variation on (BX∗ ,w∗) such that

P(x) =
∫

BX∗

φ(x)k dμ(φ),

for all x ∈ X. The integral norm of P is given by

‖P ‖PI (kX) = inf
{|μ|(BX∗)

}
,

where the infimum is taken over all the measures μ representing P as above.
The minimal hull of PI is the ideal of nuclear polynomials PN . A polynomial P ∈ P (kX)

is nuclear if it can be written as P(x) = ∑∞
j=1 λjφj (x)k , where λj ∈ K, φj ∈ X∗ for all j and∑∞

j=1 |λj |‖φj‖k < ∞. The nuclear norm of P is

‖P ‖PN(kX) = inf

{ ∞∑
j=1

|λj |‖φj‖k

}
,

where the infimum is taken over all the representations of P as above.
Aron and Berner showed in [4] how to extend continuous polynomials defined on a Banach

space X to the bidual X∗∗. Given a continuous k-homogeneous polynomial P :X → K the
‘Aron–Berner’ extension P of P is given by means of the corresponding symmetric k-linear
form A. For a k-tuple (z1, . . . , zk) ∈ X∗∗ × · · · × X∗∗, consider

A(z1, . . . , zk) := lim
i1

· · · lim
ik

A(xi1, . . . , xik ),

where each (xij ) is a net in X which converges to zj in the weak* topology (j = 1, . . . , k). The
Aron–Berner extension of P is defined by

P(z) := A(z, . . . , z).

Although the definition of A(z1, . . . , zk) depends on the order in which one calculates the limits,
the definition of the extended polynomial P is independent of the order used (see [21,41,42] for
further details and properties of this extension).

In 1989 Davie and Gamelin [18] proved that the Aron–Berner extension preserves the uni-
form norm. In other words, they proved that this extension is a ‘real’ Hahn–Banach extension.
Recently, Carando and the second author [15] extended this result for maximal and minimal
polynomial ideals. More precisely, they showed that every maximal or minimal ideal of k-
homogeneous polynomials Q is closed under the Aron–Berner extension (i.e. for every Banach
space X and every polynomial P in Q(kX), the Aron–Berner extension P is in Q(kX∗∗)). More-
over, the Aron–Berner extension morphism AB : Q(kX) → Q(kX∗∗) given by P 
→ P is an
isometry for every Banach space X:

‖P ‖Q(kX) = ‖P ‖Q(kX∗∗). (3)
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Given a polynomial ideal Q closed under the Aron–Berner extension and a continuous linear
morphism s :X∗ → Y ∗, we can construct the following mapping s : Q(kX) → Q(kY ) given by

s(P ) := P ◦ s∗ ◦ κY ,

where κY :Y → Y ∗∗ is the canonical inclusion. The mapping s is referred as ‘the extension
morphism’ of s. If s is an isomorphism then s is also an isomorphism. Moreover, if s is an
isometry and the Aron–Berner extension morphism AB : Q(kX) → Q(kX∗∗) is an isometric
mapping (for example if Q is maximal or minimal) then it is easy to see that s is also an isometry.
For more properties and details about s see [31,41].

Recall that a Banach space X is said to have the approximation property (AP) if, for every
absolutely convex compact set K and every ε > 0 there is a finite rank operator T ∈ L(X,X)

with ‖T x − x‖ < ε for all x ∈ K .
The bounded approximation property is a version of this property with control of the norms

of the finite rank operators involved. It can be defined equivalently in the following way. The
space X is said to have the λ-approximation property (λ-AP) if there is a net Tγ of finite rank
operators, with ‖Tγ ‖ � λ, such that limγ ‖Tγ (x) − x‖ = 0 for all x ∈ X. A space having the λ-
AP for some finite λ is said to have the bounded approximation property (BAP). Also, the 1-AP
is called metric approximation property (MAP).

A closed subspace X of a Banach space Y is an M-ideal in Y if Y ∗ = X⊥ ⊕1 X
, where X⊥ is
the annihilator of X and X
 is a closed subspace of Y ∗. Since X
 can be (isometrically) identified
with X∗, it is usual to denote Y ∗ = X⊥ ⊕1 X∗. However, we often prefer to state explicitly the
isometric mapping s :X∗ → Y ∗, thus obtaining the decomposition Y ∗ = X⊥⊕1 s(X∗). The space
X is said to be M-embedded if X is an M-ideal in its bidual X∗∗.

A Banach space X is Asplund (or a strong differentiability space) if every separable subspace
S of X has separable continuous dual space S∗, or equivalently if its dual space X∗ has the
Radon–Nikodým property [21,28]. Recall that every M-embedded space is Asplund [28, Theo-
rem III.3.1].

A point x ∈ BX is said to be a real (complex) extreme point whenever {x + ζy: |ζ | � 1, ζ ∈
R} ⊂ BX for y ∈ X implies y = 0 (respectively ζ ∈ C). In complex Banach spaces, it is easy to
check that every real extreme point of BX is also a complex extreme point. The converse however
is not true, since, for instance, every point of S�1 is a complex extreme point of B�1 . We denote
by Ext(BX) the set of real extreme points of the ball BX . When X is an M-ideal in Y , we have
the following equality for the sets of extreme points of the unit balls [28, Lemma I.1.5]:

Ext(BY ∗) = Ext(BX⊥) ∪ Ext(BX∗).

2. Integral polynomials on M-ideals

If X is an M-ideal in Y then, by [28, Proposition VI.3.1], the associativity of the ε-norm and

the transitivity of M-ideals, it results that
⊗̂k

εk
X is an M-ideal in

⊗̂k

εk
Y . This clearly implies that

any k-linear integral form on X (being an element of the dual of
⊗̂k

εk
X) has a unique (integral)

norm preserving extension to a k-linear integral form on Y .
The intuition leads us to think that the same happens in the symmetric case. That is, if X is

an M-ideal in Y then
⊗̂k,s

εk,s
X should be an M-ideal in

⊗̂k,s

εk,s
Y and any integral k-homogeneous

polynomial on X should have a unique (integral) norm preserving extension to an integral k-
homogeneous polynomial on Y . But things are not always as we expected them to be.
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We will see in this section how some properties could change completely and others remain
the same in the symmetric case. For real Banach spaces the M-ideal condition is never (except
trivial cases) maintained for symmetric injective tensor products. On the other hand, on M-
embedded spaces, both in the real and complex settings, the unique norm preserving extension
of integral polynomials holds.

The negative result for real Banach spaces derives from a characterization of the extreme
points of integral polynomials which is interesting by itself. We make use of some results and
ideas from [9] and [8], pushing things a little more to obtain a general statement.

In [9] Boyd and Ryan investigated the set of extreme points of the unit ball of PI (
kX), for

k > 1, and they showed the following facts:

(a) For a real Banach space X, {±φk: φ ∈ SX∗ and φ attains its norm} ⊆ Ext(BPI (kX)).
(b) For a real or complex Banach space X, Ext(BPI (kX)) ⊆ {±φk: φ ∈ SX∗} (see also [12]).

In [8] Boyd and Lassalle proved that if X is a real Banach space, X∗ has the approximation

property and
⊗̂k,s

εk,s
X does not contain a copy of �1, then Ext(BPI (kX)) is in fact the set {±φk: φ ∈

SX∗}. In the following theorem we show that the hypotheses of their result are not necessary.

Theorem 2.1. For a real Banach space X and a positive integer k > 1, the set of real extreme
points of the unit ball of PI (

kX) is {±φk: φ ∈ SX∗}.

Proof. Let φ ∈ SX∗ . Since it is clear that φ is a norm attaining element of SX∗∗∗ , by the previous
comment (a), φk is an extreme point of the unit ball of PI (

kX∗∗).
Inspired by the proof of Lemma 1 of [8], we will use the fact that Ext(B) ∩ A ⊆ Ext(A)

whenever A ⊆ B . Consider the isometric inclusion

AB : PI

(
kX

) 1
↪→ PI

(
kX∗∗)

given by the Aron–Berner extension morphism P 
→ P . Thus,

Ext(BPI (kX∗∗)) ∩ BPI (kX) ⊆ Ext(BPI (kX)).

Finally,{±φk: φ ∈ SX∗
} ⊆ Ext(BPI (kX∗∗)) ∩ BPI (kX) ⊆ Ext(BPI (kX)) ⊆ {±φk: φ ∈ SX∗

}
. �

Remark 2.2. The previous result is not true for complex Banach spaces. Indeed, Dineen [22,
Proposition 4.1] proves that, if X is a complex Banach space, then Ext(BPI (kX)) is contained in
{φk: φ is a complex extreme point of BX∗}. Let us consider X the complex space �1. It is clear
that φ = (0,1, . . . ,1, . . .) ∈ S�∞ is not a complex extreme point of B�∞ . Hence, φk could not be
an extreme point of BPI (k�1)

.

Remark 2.3. Although the spaces PI (
kX) and LI (

kX) can be isomorphic (for example if X is
stable [3]), they are very different from a geometric point of view since the set Ext(BLI (kX)) is
equal to {φ1φ2 · · ·φk: φi ∈ Ext(BX∗)} (see [36,9]).
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The last characterization of the extreme points of the ball of integral polynomials leads us

to show that for a real Banach space X,
⊗̂k,s

εk,s
X is never an M-ideal in

⊗̂k,s

εk,s
X∗∗, unless X is

reflexive. As we have already said, this is a big difference with what happens in the nonsymmetric

case where for X an M-embedded space it follows that
⊗̂k

εk
X is an M-ideal in

⊗̂k

εk
X∗∗ [28,

Proposition VI.3.1].

Theorem 2.4. If the real Banach space X is not reflexive, then
⊗̂k,s

εk,s
X is not an M-ideal in⊗̂k,s

εk,s
X∗∗.

Proof. Suppose that
⊗̂k,s

εk,s
X is an M-ideal in

⊗̂k,s

εk,s
X∗∗. Then we would have:

Ext(BPI (kX∗∗)) = Ext(BPI (kX)) ∪ Ext(B
(
⊗̂k,s

εk,s
X)⊥).

By the description of extreme points of integral polynomials of the previous theorem, this equal-
ity would imply

Ext(B
(
⊗̂k,s

εk,s
X)⊥) = {±φk: φ ∈ SX∗∗∗ \ SX∗

}
.

This is not possible since through the decomposition X∗∗∗ = X∗ ⊕ X⊥ if we choose φ ∈ SX∗∗∗
such that φ = φ1 + φ2, with φ1 ∈ X∗, φ2 ∈ X⊥, φ1, φ2 �= 0, then φ ∈ SX∗∗∗ \ SX∗ but φk /∈
(
⊗̂k,s

εk,s
X)⊥. �

With almost the same argument (only changing the decomposition X∗∗∗ = X∗ ⊕ X⊥ to Y ∗ =
X∗ ⊕1 X⊥) we derive the following:

Theorem 2.5. If X and Y are real Banach spaces and X is a nontrivial M-ideal in Y , then⊗̂k,s

εk,s
X is not an M-ideal in

⊗̂k,s

εk,s
Y .

Remark 2.6. As it will be stated in Lemma 4.3, in a maximal ideal of polynomials, the w∗-
convergence of a bounded net is equivalent to the pointwise convergence. This implies that if two
maximal polynomial ideals have the same set of extreme points of the unit balls, then they are
the same ideal (isometrically). So, from Theorem 2.1, if Q is a maximal ideal of k-homogeneous
polynomials that satisfies that, on a real Banach space X, the set of extreme points of its unit ball
is {±φk: φ ∈ SX∗}, then it should be Q(kX) = PI (

kX).

We have no idea how symmetric tensor products on M-ideals behave in the complex setting.

Question 2.7. If X is a nontrivial M-ideal in Y , X and Y complex Banach spaces, could
⊗̂k,s

εk,s
X

be an M-ideal in
⊗̂k,s

εk,s
Y ?

Aron, Boyd and Choi [5, Proposition 7] prove that if X is an M-ideal in X∗∗ then the Aron–
Berner extension is the unique norm preserving extension from PN(kX) to PN(kX∗∗). Their
argument can be easily adapted to the situation of X being an M-ideal in Y . Recall that in this
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case the natural inclusion s :X∗ → Y ∗ induces a canonical isometry s : PN(kX) → PN(kY ) (see
the explanation at the end of the previous section).

Proposition 2.8. Let X be an M-ideal in Y and let s :X∗ → Y ∗ be the associated isometric
inclusion. For each P ∈ PN(kX), s(P ) is the unique norm preserving extension to PN(kY ).

We want to prove a similar statement for integral polynomials. If X is an Asplund space
(which always holds when X is an M-ideal in X∗∗) we will have a positive result. In this case,
nuclear and integral polynomials overX coincide isometrically [9,12]. So, by the previous propo-
sition, there is only one nuclear norm preserving extension to Y . But if Y is not Asplund we could
presumably have integral nonnuclear extensions of the same integral norm.We will show that this
is impossible to happen.

The result is a consequence of the following lemma.

Lemma 2.9. Let X be an Asplund space which is a subspace of a Banach space Y . Let Q ∈
PI (

kY ). Given ε > 0 there exists Q̃ ∈ PN(kY ) such that Q and Q̃ coincide on X and

‖Q̃‖PN(kY ) � ‖Q‖PI (kY ) + ε.

Proof. Since the restriction of Q to X is nuclear, we can take sequences (φj )j ⊂ X∗ and (λj )j ⊂
K such that Q|X = ∑∞

j=1 λjφ
k
j and

∞∑
j=1

|λj |‖φj‖k � ‖Q|X‖PN(kX) + ε = ‖Q|X‖PI (kX) + ε � ‖Q‖PI (kY ) + ε.

For each j , let φ̃j be a Hahn–Banach extension of φj to Y . If we define Q̃ = ∑∞
j=1 λj φ̃

k
j , then

Q̃ coincides with Q in X and

‖Q̃‖PN(kY ) �
∞∑

j=1

|λj |‖φ̃j‖k =
∞∑

j=1

|λj |‖φj‖k � ‖Q‖PI (kY ) + ε. �

Theorem 2.10. Let X be an Asplund space which is an M-ideal in a Banach space Y and let
s :X∗ → Y ∗ be the associated isometric inclusion. If P ∈ PI (

kX) then the canonical extension
s(P ) is the unique norm preserving extension to PI (

kY ).

Proof. The argument is modeled on the proof of [5, Proposition 7]. We include all the steps for
the sake of completeness.

Let P ∈ PI (
kX) and suppose there exists a norm preserving extension Q ∈ PI (

kY ) different
from s(P ). Pick y a norm one vector in Y such that 0< δ = |Q(y) − s(P )(y)|.

Note that X ⊕ [y] is an Asplund space since X also is. So, by Lemma 2.9 applied to X ⊕ [y],
there exists Q̃ ∈ PN(kY ) such that Q and Q̃ coincide on X ⊕ [y] and

‖Q̃‖PN(kY ) � ‖Q‖PI (kY ) + δ

4
= ‖P ‖PI (kX) + δ

4
.
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Take a nuclear representation of Q̃ = ∑∞
j=1 λjφ

k
j such that

∑∞
j=1 |λj |‖φj‖k � ‖P ‖PI (kX) + δ

2 .

Since X is an M-ideal in Y each φj ∈ Y ∗ can be written as the sum of s(φj |X) and φ⊥
j . Moreover,

‖φj‖ = ‖s(φj |X)‖ + ‖φ⊥
j ‖.

Recall that Q̃ coincides with P on X, thus, for every x ∈ X,

P(x) =
∞∑

j=1

λj

(
s(φj |X)(x) + φ⊥

j (x)
)k =

∞∑
j=1

λjφj |X(x)k.

Using this, we easily get that s(P ) = ∑∞
j=1 λj (s(φj |X))k . Naturally,

‖P‖PI (kX) = ‖P ‖PN(kX) = ∥∥s(P )
∥∥PN(kX)

�
∞∑

j=1

|λj |‖φj |X‖k.

Now,

0 < δ = ∣∣Q(y) − s(P )(y)
∣∣ = ∣∣Q̃(y) − s(P )(y)

∣∣
�

∣∣∣∣∣
∞∑

j=1

λj

(
s(φj |X)(y) + φ⊥

j (y)
)k − λj s(φj |X)(y)k

∣∣∣∣∣
�

∞∑
j=1

|λj |
k∑

i=1

(
k

i

)∥∥s(φj |X)
∥∥k−i∥∥φ⊥

j

∥∥i

=
∞∑

j=1

|λj |
(∥∥s(φj |X)

∥∥+ ∥∥φ⊥
j

∥∥)k − |λj |
∥∥s(φj |X)

∥∥k

=
∞∑

j=1

|λj |‖φj‖k −
∞∑

j=1

|λj |‖φj |X‖k

� ‖P ‖PI (kX) + δ

2
− ‖P ‖PI (kX) = δ

2
.

This is a contradiction. Thus, the result follows. �
Since M-embedded spaces are Asplund we have a neater statement in this case:

Corollary 2.11. Let X be an M-ideal in X∗∗. If P ∈ PI (
kX) then the Aron–Berner extension P

is the unique norm preserving extension to PI (
kX∗∗).

It is known that on �∞ integral and nuclear polynomials do not coincide. Consider thus a
nonnuclear polynomial P ∈ PI (

k�∞). By the fact that c0 is an M-ideal in �∞ and the previous
corollary, we derive that the restriction of P to c0 should have integral (equivalently, nuclear)
norm strictly smaller than the integral norm of P .
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As we commented before, if X is Asplund (actually, in the more general case of �1 �↪→⊗̂k,s

εk,s
X) the spaces of nuclear and integral polynomials coincide isometrically. So, this is the

case for most of the classical Banach spaces.
The situation is quite different for Banach spaces containing �1. We will see below that if X

is Banach space that contains a subspace isomorphic to �1 and whose dual has the MAP, then the
quotient space PI (

kX)/PN(kX) is nonseparable. To see this, first we look at the case of X = �1.
Using Theorem 3.3 and arguing as in the proof of [11, Proposition 2.4] we can clarify how the
containment of PN(k�1) in PI (

k�1) is.

Proposition 2.12. For k > 1, the quotient space PI (
k�1)/PN(k�1) contains a subspace isometric

to �∞/c0. Moreover, PN(k�1) is not complemented in a dual space.

Proof. The approximation property of �∞ gives us the equality PN(k�1) = ⊗̂k,s

πk,s
�∞. Also,

since every k-homogeneous polynomial on c0 is approximable, we have PI (
k�1) = (

⊗̂k,s

εk,s
�1)

∗ =
(
⊗̂k,s

πk,s
c0)

∗∗. Thus, from [10, Corollary 7] or Theorem 3.3 in the following section, we obtain

that PN(k�1) is a locally 1-complemented subspace of PI (
k�1) (see definition in next section).

We can thus picture the following exact sequence (the image of each arrow coincides with the
kernel of the next one):

0 PN(k�1) = ⊗̂k,s

πk,s
�∞

Θπk,s PI (
k�1) = (

⊗̂k,s

πk,s
c0)

∗∗ q

PI (
k�1)/PN(k�1) 0

where the mapping Θπk,s
(defined in the next section) in this particular case is just the formal

inclusion PN(k�1) ↪→ PI (
k�1).

Consider the isometric embedding δ : �∞ → PI (
k�1) given by

φ 
−→
(

(xn)n ∈ �1 
−→ δ(φ)(xn) =
∞∑

n=1

φ(n)xk
n

)
.

It is clear that δ(c0) = δ(�∞) ∩ PN(k�1) and that q ◦ δ factorizes through the quotient �∞/c0.
Then there is an isometric embedding �∞/c0 ↪→ PI (

k�1)/PN(k�1) that makes commutative the
following diagram

0 c0

δ|c0

�∞

δ

�∞/c0 0

0 PN(k�1) PI (
k�1)

q

PI (
k�1)/PN(k�1) 0

Now, the proof of [11, Proposition 2.4] can be adapted easily to our setting to obtain the desired
result. �

For a Banach space X whose dual has the MAP, the space of nuclear polynomials PN(kX) co-

incides with the projective tensor product
⊗̂k,s

πk,s
X∗ and it is contained isometrically in the space
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of integral polynomials PI (
kX) = (

⊗̂k,s

εk,s
X)∗ (see [23, DualityTheorem] or [16, Corollary 3.4]).

So, it makes sense to consider the quotient PI (
kX)/PN(kX).

Corollary 2.13. Let X be a Banach space whose dual has the MAP. If X contains a copy of �1,
then the quotient space PI (

kX)/PN(kX) is nonseparable.

Proof. We can suppose with no lost of generality, that �1 is a subspace of X. Let i :�1 → X

the inclusion. Since nuclear and integral polynomials are extendible, the restriction mappings
RN : PN(kX) → PN(k�1) and RI : PI (

kX) → PI (
k�1) are surjective.

By the comment before the corollary, we have metric injections JX : PN(kX) → PI (
kX)

and J�1 : PN(k�1) → PI (
k�1) that allow us to look at the quotient projections qX : PI (

kX) →
PI (

kX)/PN(kX) and q�1 : PI (
k�1) → PI (

k�1)/PN(k�1).
Thus, we have the diagram

PN(kX)
JX

RN

PI (
kX)

qX

RI

PI (
kX)/PN(kX)

R

PN(k�1)
J�1 PI (

k�1)
q�1 PI (

k�1)/PN(k�1)

where the left side square is easily seen to be commutative and the down arrow R is defined to
make the right side square commutative also. This fact and the surjectivity of RI and q�1 imply
that the operator R is onto. Since, by the previous proposition, the image of R is not separable
the same should be true for its domain PI (

kX)/PN(kX). �
3. The bidual of a symmetric tensor product

In order to obtain a characterization of polynomials belonging to an ideal that have unique
norm preserving extension, we need to relate the bidual of the symmetric tensor product of a
Banach space with the symmetric tensor product of its bidual.

More precisely, for βk an s-tensor norm of order k, we study the relationship between the

spaces
⊗̂k,s

βk
X∗∗ and (

⊗̂k,s

βk
X)∗∗. We need the notion of a local complementation.

Definition 3.1. (See [30].) Let X be a subspace of Y through i. We say that X is locally com-
plemented in Y (through i) if there exists a constant λ > 0 such that for every finite dimensional
subspace F ⊂ Y there exists and operator rF :F → X, ‖rF ‖ � λ, such that rF (i(x)) = x when-
ever i(x) ∈ F . For the quantitative version we will say locally λ-complemented.

It is known that X is locally complemented in Y (through i :X ↪→ Y ) if and only if i∗ :Y ∗ →
X∗ has a left-inverse of bound λ (i.e. X∗ is λ-complemented in Y ∗). The Principle of Local
Reflexivity of Lindenstrauss and Rosenthal [33] says that every Banach space is locally comple-
mented in its bidual. Also, it is well known that every Banach space is locally complemented in
its ultrapowers.

In this terminology, it is clear that the Aron–Berner extension ensures that the subspace⊗̂k,s

βk
X is locally complemented in

⊗̂k,s

βk
X∗∗ (through ⊗k,sκX :

⊗̂k,s

βk
X ↪→ ⊗̂k,s

βk
X∗∗), then these

spaces have the same local structure. Some questions arise:
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• Do
⊗̂k,s

βk
X∗∗ and (

⊗̂k,s

βk
X)∗∗ have the same local structure? The answer is yes if X∗∗ has

the bounded approximation property (Theorem 3.3).
• Is there a mapping that makes commutative the following diagram?

⊗̂k,s

βk
X

⊗k,s κX

κ
(
⊗̂k,s

βk
X)

⊗̂k,s

βk
X∗∗

?

(
⊗̂k,s

βk
X)∗∗

The answer is always yes and the canonical mapping is given by

Θβk
:
⊗̂k,s

βk

X∗∗ −→
(⊗̂k,s

βk

X
)∗∗ = Pβk

(kX)∗

v 
−→ (
P 
→ 〈P ,v〉).

Since the Aron–Berner extension preserves the ideal norm for maximal polynomial ideals
[15, Corollary 3.4], it is clear that ‖Θβk

‖ = 1. We want to study when Θβk
is an isomorphic

embedding. As often happens when dealing with tensor products, approximation properties will
play a crucial role in our proofs. We adapt some techniques developed in [10] for the projective

full tensor product
⊗̂k

πk
X to the case of a general s-tensor norm βk .

Cabello and the third author proved in [10] that if X is a Banach space whose bidual has the

BAP, thenΘπ embeds
⊗̂k

πk
X∗∗ as a locally complemented subspace of (

⊗̂k

πk
X)∗∗. Equivalently,

L(kX∗∗) is a complemented subspace of L(kX)∗∗ for all k � 1.
We propose here a version of this result for symmetric tensor products endowed with any

s-tensor norm βk . To prove it, we need first a lemma.

Lemma 3.2. Let βk be an s-tensor norm of order k. If X∗∗ has the λ-AP, then
⊗̂k,s

βk
X∗∗ has the

λk-AP. Moreover, there is a net of finite rank operators (tγ )γ with tγ :X → X∗∗ such that the

operators Tγ = ⊗k,s t∗∗
γ :

⊗̂k,s

βk
X∗∗ → ⊗̂k,s

βk
X∗∗ satisfy ‖Tγ ‖ � λk and

lim
γ

βk

(
Tγ (v) − v

) = 0, for all v ∈
⊗̂k,s

βk

X∗∗.

Proof. By [10, Corollary 1], the λ-AP of X∗∗ can be realized by mappings t∗∗
γ where tγ :X →

X∗∗ are finite rank operators satisfying ‖tγ ‖ � λ. This implies that the operators Tγ have finite
rank and ‖Tγ ‖ = ‖t∗∗

γ ‖k � λk .
Now, to see that the net {Tγ }γ approximates the identity, let us begin with an elementary

tensor ⊗kz ∈ ⊗k,s
βk

X∗∗. We have,

βk

(
Tγ

(⊗kz
)− ⊗kz

)
� πk,s

(
Tγ

(⊗kz
)− ⊗kz

)
= sup

P∈BP (kX∗∗)

∣∣〈P,Tγ

(⊗kz
)− ⊗kz

〉∣∣
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= sup
P∈BP (kX∗∗)

∣∣P (
t∗∗
γ z

)− P(z)
∣∣

= sup
P∈BP (kX∗∗)

∣∣∣∣∣
k−1∑
j=0

(
k

j

)
∨
P
(
zj ,

(
t∗∗
γ z − z

)k−j )∣∣∣∣∣
� sup

P∈BP (kX∗∗)

k−1∑
j=0

(
k

j

)
‖ ∨
P ‖ · ‖z‖j · ∥∥t∗∗

γ z − z
∥∥k−j −→ 0.

As a consequence, for any finite sum u = ∑N
i=1 λi ⊗k zi it follows that βk(Tγ (u) − u) → 0.

Finally, since an arbitrary v ∈ ⊗̂k,s

βk
X∗∗ can be approximated by finite sums of elementary tensors

and the norms of the operators Tγ are bounded, we get that βk(Tγ (v) − v) → 0. �
Theorem 3.3. Let βk be an s-tensor norm of order k. If X∗∗ has the λ-AP, then Θβk

embeds⊗̂k,s

βk
X∗∗ as a locally λk-complemented subspace of (

⊗̂k,s

βk
X)∗∗. Equivalently, Pβk

(kX∗∗) is a

λk-complemented subspace of Pβk
(kX)∗∗.

Proof. We have already observed that ‖Θβk
(v)‖ � βk(v) for all v ∈ ⊗̂k,s

βk
X∗∗. Consider, as in

Lemma 3.2, a net of finite rank operators tγ :X → X∗∗. Thus, the net Tγ = ⊗k,s t∗∗
γ transfers the

BAP to
⊗̂k,s

βk
X∗∗, with constant λk . In view of [10, Lemma 4], the proof will be completed if we

show that for each γ there is an operator T̃γ making commutative the diagram

⊗̂k,s

βk
X∗∗

Θβk

Tγ

(
⊗̂k,s

βk
X)∗∗

T̃γ⊗̂k,s

βk
X∗∗

(4)

Let us consider the finite rank operators

T̃γ = (⊗k,s tγ
)∗∗ :

(⊗̂k,s

βk

X
)∗∗ −→

⊗̂k,s

βk

X∗∗.

Note that the ranges of the operators T̃γ are in
⊗̂k,s

βk
X∗∗ instead of (

⊗̂k,s

βk
X∗∗)∗∗ because the

mappings ⊗k,s tγ have finite rank. It is clear that ‖T̃γ ‖ � λk .
We have the following factorization (see (4)):

Tγ = T̃γ ◦ Θβk
.

Indeed, by linearity it is enough to prove that Tγ (⊗kz) = T̃γ (Θβk
(⊗kz)), for any z ∈ X∗∗. To see

this, let Q ∈ Pβk
(kX∗∗), then
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〈
Q, T̃γ

(
Θβk

(⊗kz
))〉 = 〈

Q,
(⊗k,s tγ

)∗∗(
Θβk

(⊗kz
))〉 = Θβk

(⊗kz
)((⊗k,s tγ

)∗
(Q)

)
= Θβk

(⊗kz
)(

Q ◦ ⊗k,s tγ
) = Q ◦ ⊗k,s tγ (z)

= Q
(
t∗∗
γ z

) = 〈
Q,Tγ

(⊗kz
)〉

. �
Note that the fact that Θβk

embeds
⊗̂k,s

βk
X∗∗ as a locally complemented subspace of

(
⊗̂k,s

βk
X)∗∗, implies that Θβk

is an isomorphic embedding. Specifically we obtain that, if X∗∗

has the λ-AP, then, for all v ∈ ⊗̂k,s

βk
X∗∗,

λ−kβk(v) �
∥∥Θβk

(v)
∥∥ � βk(v).

Consequently, when X∗∗ has the MAP we derive the following corollary:

Corollary 3.4. Let βk be an s-tensor norm of order k. If X∗∗ has the MAP, then Θβk
is an isometry

with its image.

For the case of an injective s-tensor norm of order k, βk , the thesis of Corollary 3.4 holds
without the hypothesis of X∗∗ having the approximation property.

Proposition 3.5. Let βk be an injective s-tensor norm of order k. Then,

Θβk
:
⊗̂k,s

βk

X∗∗ →
(⊗̂k,s

βk

X
)∗∗

is an isometry with its image.

To prove it, we need first the following lemma.

Lemma 3.6. Let βk be an s-tensor norm of order k and let T ∈ L(X,Y ). Then, the following
diagram commutes

⊗̂k,s

βk
X∗∗

Θβk

⊗k,s
T ∗∗

(
⊗̂k,s

βk
X)∗∗

(
⊗k,s

T )∗∗

⊗̂k,s

βk
Y ∗∗

Θβk

(
⊗̂k,s

βk
Y )∗∗

(5)

Proof. It is enough to prove that the diagram commutes when applied to elementary tensors.
So, we need to see that Θβk

(⊗k,sT ∗∗(⊗kz)) = (⊗k,sT )∗∗(Θβk
(⊗kz)), for all z ∈ X∗∗. Let P ∈

Pβk
(kY ) = (

⊗̂k,s

βk
Y )∗, then

Θβk

(⊗k,sT ∗∗(⊗kz
))

(P ) = Θβk

(⊗kT ∗∗z
)
(P ) = 〈

P ,⊗kT ∗∗z
〉 = P

(
T ∗∗z

)
.

On the other hand,
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(⊗k,sT
)∗∗(

Θβk

(⊗kz
))

(P ) = 〈
Θβk

(⊗kz
)
,
(⊗kT

)∗
(P )

〉 = 〈(⊗kT
)∗

(P ),⊗kz
〉

= 〈
P ◦ ⊗kT ,⊗kz

〉 = P
(
T ∗∗z

)
. �

Proof of Proposition 3.5. Consider the canonical isometric inclusions:

iX :X → C(BX∗), i∗∗
X :X∗∗ → C(BX∗)∗∗.

Now, by Lemma 3.6, the diagram commutes:

⊗̂k,s

βk
X∗∗

Θβk

⊗k,s i∗∗
X

(
⊗̂k,s

βk
X)∗∗

(
⊗k,s iX)∗∗

⊗̂k,s

βk
C(BX∗)∗∗

Θβk

(
⊗̂k,s

βk
C(BX∗))∗∗

By Lemma 4.4, Corollary 1 of 23.2 and Corollary 1 of 21.6 in [19] we know that C(BX∗)∗∗

has the MAP. Thus, by Corollary 3.4, Θβk
:
⊗̂k,s

βk
C(BX∗)∗∗ → (

⊗̂k,s

βk
C(BX∗))∗∗ is an isome-

try. Since βk is an injective s-tensor norm, the mappings
⊗k,s

i∗∗
X and (

⊗k,s
iX)∗∗ are also

isometries. Finally, the commutativity of the diagram yields the isometry of the desired mapping

Θβk
:
⊗̂k,s

βk
X∗∗ → (

⊗̂k,s

βk
X)∗∗. �

Question 3.7. If Θβk
is an isomorphic embedding, does it imply that Θβk

embeds
⊗̂k,s

βk
X∗∗ as a

locally complemented subspace of (
⊗̂k,s

βk
X)∗∗?

Remark 3.8. Another result for 2-fold tensor products of spaces without AP was proved in [10,
Corollary 4] by Cabello and the third author. They showed that Θπ :X∗∗⊗̂

πX∗∗ → (X
⊗̂

πX)∗∗
is an isomorphic embedding if X has type 2 and X∗ has cotype 2. Examples of this result are
K(H), L(H) and the Pisier’s space [35] which have no uniformly complemented finite dimen-
sional subspaces. Note that Pisier’s space and L(H) = K(H)∗∗ both fail the AP.

A canonical commutative diagram allows us to translate this statement to the symmetric case.

Thus, we have: if X has type 2 and X∗ has cotype 2, then Θπ2,s :
⊗̂2,s

π2,s
X∗∗ → (

⊗̂2,s
π2,s

X)∗∗ is an
isomorphic embedding.

Remark 3.9 (The holomorphic case). The previous results have some consequences in the holo-
morphic setting. To state them, we need to consider ‘the same’ s-tensor norm βk of order k, for
each k. It is clear what we mean by ‘the same’ when βk = πk,s or βk = εk,s , for all k. For the
general case we refer to the concept of ‘coherent sequence of polynomial ideals’ defined in [14]
or [13].

Hence, we say that β = (βk)k is an s-tensor norm if, for each k, βk is an s-tensor norm of
order k and the sequence {Pβk

}k is coherent. For this particular case of scalar-valued polynomial
ideals dual to symmetric tensor norms, the notion of ‘coherency’ turns up to be the following:

The sequence {Pβk
}k is coherent if there exist positive constants C and D such that for every

Banach space X, the following conditions hold for every k:
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(i) For each P ∈ Pβk+1(
k+1X) and a ∈ X, x 
→ ∨

P(a, x, . . . , x) belongs to Pβk
(kX) and

∥∥x 
→ ∨
P(a, x, . . . , x)

∥∥Pβk
(kX)

� C‖P ‖Pβk+1 (k+1X)‖a‖.

(ii) For each P ∈ Pβk
(kX) and γ ∈ X∗, γP belongs to Pβk+1(

k+1X) and

‖γP ‖Pβk+1 (k+1X) � D‖γ ‖‖P ‖Pβk
(kX).

Following [13], to a given s-tensor norm β , we can associate a Fréchet space of holomorphic
functions of bounded type:

Hbβ(X) =
{
f ∈ H(X):

dkf (0)

k! ∈ Pβk

(
kX

)
for all k and limsup

k→∞

∥∥∥∥dkf (0)

k!
∥∥∥∥ 1

k

Pβk
(kX)

= 0

}
.

Analogously, we can consider holomorphic functions of bounded type associated to β defined
on an open ball Br(x) of center x and radius r :

Hbβ

(
Br(x)

)
=

{
f ∈ H

(
Br(x)

)
:

dkf (x)

k! ∈ Pβk

(
kX

)
for all k and limsup

k→∞

∥∥∥∥dkf (x)

k!
∥∥∥∥ 1

k

Pβk
(kX)

� 1

r

}
.

Galindo, Maestre and Rueda in [26] introduced and developed the concept of ‘R-Schauder
decomposition’. For 0 < R � ∞, a sequence of Banach spaces (Ek,‖ · ‖k) is an R-Schauder
decomposition of a Fréchet space E if it is a Schauder decomposition and verifies the condition:
for every sequence (xk)k , with xk ∈ Ek , the series

∑∞
k=1 xk converges in E if and only if

lim sup
k

‖xk‖
1
k

k � 1

R
.

For an s-tensor norm β we know from [34, Propositions 3.2.11 and 3.2.53] the following:

• {Pβk
(kX)}k is an ∞-Schauder decomposition of Hbβ(X).

• {Pβk
(kX)}k is an r-Schauder decomposition of Hbβ(Br(x)).

Now, from Theorem 3.3 and Corollary 3.4, invoking some results of [26] and arguing as in
[10, Theorem 4] we obtain, for any s-tensor norm β , the following:

• If X∗∗ has the BAP, then Hbβ(X∗∗) is a complemented subspace of Hbβ(X)∗∗.
• If X∗∗ has the MAP, then Hbβ(B∗∗

r (x)) is a complemented subspace of Hbβ(Br(x))∗∗ (where
B∗∗

r (x) means the ball of X∗∗ with center x ∈ X and radius r).
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4. Unique norm preserving extension for a polynomial belonging to an ideal

Godefroy gave in [27] a characterization of norm-one functionals having unique norm pre-
serving extensions to the bidual as the points of SX∗ where the identity is w∗–w continuous (see
also [28, Lemma III.2.14]).

Lemma 4.1. Let X be a Banach space and x∗ ∈ SX∗ . The following are equivalent:

(i) x∗ has a unique norm preserving extension to a functional on X∗∗.
(ii) The function IdBX∗ : (BX∗ ,w∗) −→ (BX∗ ,w) is continuous at x∗.

Aron, Boyd and Choi presented in [5] a polynomial version of this result:

Proposition 4.2. Let X be a Banach space such that X∗∗ has the MAP and let P ∈ SP (kX). The
following are equivalent:

(i) P has a unique norm preserving extension to P (kX∗∗).
(ii) If {Pα}α ⊂ BP (kX) converges pointwise to P , then {Pα}α converges pointwise to P in X∗∗.

We are interested on having a similar characterization for unique norm preserving extensions
to the bidual of polynomials belonging to a maximal (scalar-valued) polynomial ideal. In this
case, obviously, the norm that we want to preserve is the ideal norm.

Let βk be an s-tensor norm of order k and let P ∈ Pβk
(kX). Since we have already mentioned

that the Aron–Berner extension preserves the ideal norm for maximal polynomial ideals [15],
should P has unique norm preserving extension, this extension ought to be P .

To prove our result we need the following equivalence between different topologies for the
convergence of nets of polynomials in an ideal unit ball. The proof is straightforward.

Lemma 4.3. Suppose that the polynomial P and the net {Pα}α are contained in the unit ball of
Pβk

(kX), where βk is an s-tensor norm of order k. Then, the following are equivalent:

(i) Pα(x) → P(x) for all x ∈ X.

(ii) Pα → P for the topology σ(Pβk
(kX),

⊗̂k,s

βk
X).

(iii) Pα → P for the topology σ(P (kX),
⊗̂k,s

πk,s
X).

Theorem 4.4. Let βk be an s-tensor norm of order k and suppose that X∗∗ has the MAP. Consider
a polynomial P ∈ Pβk

(kX) with ‖P ‖Pβk
(kX) = 1. Then, the following are equivalent:

(i) P has a unique norm preserving extension to Pβk
(kX∗∗).

(ii) The βk-Aron–Berner extension (AB)βk
: (BPβk

(kX),w
∗) −→ (BPβk

(kX∗∗),w
∗) is continuous

at P .
(iii) If the net {Pα}α ⊂ BPβk

(kX) converges pointwise to P , then {Pα}α converges pointwise to P

in X∗∗.
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Proof. (i) ⇒ (ii) Let {Pα}α ⊂ BPβk
(kX) such that Pα

w∗→ P . We want to see that P α
w∗→ P in

Pβk
(kX∗∗). By the compactness of (BPβk

(kX∗∗),w
∗), the net {Pα}α has a subnet {Pγ }γ w∗-

convergent to a polynomial Q ∈ BPβk
(kX∗∗).

For each x ∈ X, we have, on one hand, that P γ (x) = Pγ (x) → P(x) and, on the other hand,
that P γ (x) → Q(x). So, Q|X = P . Also, ‖Q‖ � 1 = ‖P‖ implies ‖Q‖Pβk

(kX∗∗) = ‖P ‖Pβk
(kX).

This means that Q is a norm preserving extension of P and by (i) it should be Q = P . Since
for every subnet of {Pα}α we can find a sub-subnet such that the Aron–Berner extensions are

w∗-convergent to P , we conclude that P α
w∗→ P .

(ii) ⇒ (i) Let Q ∈ Pβk
(kX∗∗) be an extension of P with ‖Q‖Pβk

(kX∗∗) = 1. From Corol-

lary 3.4, Θβk
:
⊗̂k,s

βk
X∗∗ −→ (

⊗̂k,s

βk
X)∗∗ is an isometry. Due to this each polynomial Q ∈

Pβk
(kX∗∗) = (

⊗̂k,s

βk
X∗∗)∗ has a Hahn–Banach extension Q̃ ∈ (

⊗̂k,s

βk
X)∗∗∗ = Pβk

(kX)∗∗. By

Goldstine’s Theorem, there exist a net {Pα}α ⊂ BPβk
(kX) such that Pα

w∗→ Q̃, where w∗ means

here the topology σ(Pβk
(kX)∗∗, Pβk

(kX)∗).
Let u ∈ ⊗̂k,s

βk
X ⊂ Pβk

(kX)∗. So we have

〈Pα,u〉 → 〈Q̃,u〉 = 〈Q,u〉 = 〈P,u〉.

This means that Pα
w∗→ P , where w∗ denotes here the topology σ(Pβk

(kX),
⊗̂k,s

βk
X). By (ii), this

implies that P α → P for the topology σ(Pβk
(kX∗∗),

⊗̂k,s

βk
X∗∗).

Now, if v ∈ ⊗̂k,s

βk
X∗∗, it follows that

〈P α, v〉 → 〈P ,v〉.
But also, since v ∈ Pβk

(kX)∗,

〈P α, v〉 = 〈v,Pα〉 → 〈v, Q̃〉 = 〈Q,v〉.
Therefore, P = Q.

The equivalence between (ii) and (iii) is a consequence of the previous lemma. �
For the particular case of βk being an injective s-tensor norm, the same argument but ap-

plying Proposition 3.5 instead of Corollary 3.4, yields to a version of Theorem 4.4 without the
hypothesis of metric approximation property.

Corollary 4.5. Let βk be an injective s-tensor norm of order k. Consider a polynomial P ∈
Pβk

(kX) with ‖P ‖Pβk
(kX) = 1. Then, the following are equivalent:

(i) P has a unique norm preserving extension to Pβk
(kX∗∗).

(ii) The “βk”-Aron–Berner extension (AB)βk
: (BPβk

(kX),w
∗) −→ (BPβk

(kX∗∗),w
∗) is contin-

uous at P .
(iii) If the net {Pα}α ⊂ BPβk

(kX) converges pointwise to P , then {Pα}α converges pointwise to P

in X∗∗.
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5. Qβ -reflexivity

In [6] Aron and Dineen considered the problem of obtaining a polynomial functional represen-
tation of the bidual of P (kX). More precisely, they asked when the space P (kX)∗∗ is isomorphic
to P (kX∗∗) in a canonical way. Spaces with this property are called Q-reflexive. A reflexive Ba-
nach space X with the approximation property is Q-reflexive if and only if P (kX) is reflexive,
for all k.

In an analogous way, we consider a sort of Q-reflexivity for a maximal polynomial ideal.
Recall that a maximal polynomial ideal is the dual of the symmetric tensor product endowed
with a finitely generated s-tensor norm (see Remark 3.9 for the definition of an s-tensor norm
β = (βk)k).

Definition 5.1. Let β be an s-tensor norm. We say that a Banach space X is Qk
β -reflexive if

Θ∗
βk
: Pβk

(kX)∗∗ −→ Pβk
(kX∗∗) is an isomorphism. We say that X is Qβ -reflexive if it is Qk

β -
reflexive for all k.

Naturally, Qπs -reflexive spaces are the usual Q-reflexive spaces. It follows from [38, Proposi-
tion 2.2] that if X∗∗ has the AP and the Radon–Nikodým property (RNP), then X is Qk

πs
-reflexive

if and only if P (kX) = Pw(kX) (for the multilinear case see [10, Corollary 3]). We obtain here a
kind of “predual version” of that result, a condition for the Qk

εs
-reflexivity.

Theorem 5.2. Suppose that X∗∗ has the AP and X∗ has the RNP. Then, X is Qk
εs
-reflexive if and

only if P (kX∗) = Pw(kX∗).

Proof. First we consider the Borel transformation Bk : P (kX∗)∗ → PI (
kX∗∗) on X∗. Bk is the

adjoint of the natural operator
⊗̂k,s

εk,s
X∗∗ → (

⊗̂k,s

πk,s
X∗)∗ = P (kX∗) (which is always an isomet-

ric embedding).
Now, the RNP of X∗ implies that PI (

kX) = PN(kX) [9,12], and the AP of X∗ yields the

equality PN(kX) = ⊗̂k,s

πk,s
X∗. Then,

PI

(
kX

)∗∗ = PN

(
kX

)∗∗ =
(⊗̂k,s

πk,s

X∗)∗∗ = P(
kX∗)∗.

It follows that PI (
kX)∗∗ is isomorphic to PI (

kX∗∗) through Θ∗
εk,s

if and only if Bk is an
isomorphism.

On the other hand, if X∗∗ has the approximation property then every polynomial in Pw(kX∗)
is uniformly approximable on BX∗ by finite type polynomials and hence Pw(kX∗) is isometri-

cally isomorphic to
⊗̂k,s

εk,s
X∗∗ [7]. Hence,

Pw

(
kX∗)∗ =

(⊗̂k,s

εk,s

X∗∗)∗ = PI

(
kX∗∗).

Therefore, Bk is an isomorphism if and only if P (kX∗) = Pw(kX∗). �
In the above result, the RNP on X∗ can be replaced by weaker hypothesis that �1 is not a

subspace of
⊗̂k,s

εk,s
X (see [9,12]).
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Remark 5.3. (a) If PI (
kX∗∗) = ⊗̂k,s

πk,s
X∗∗∗ (for example if X∗∗∗ has the AP and the RNP), then

X is Qk
εs
-reflexive if and only if X∗ is Qk

πs
-reflexive. Indeed, if X∗ is Qk

πs
-reflexive, one has

PI

(
kX∗∗) =

⊗̂k,s

πk,s

X∗∗∗ �
(⊗̂k,s

πk,s

X∗)∗∗ = PI

(
kX

)∗∗
.

On the other hand, X is a Qk
εs
-reflexive space, we have

⊗̂k,s

πk,s

X∗∗∗ = PI

(
kX∗∗) � PI

(
kX

)∗∗ =
(⊗̂k,s

πk,s

X∗)∗∗
.

Note that in both cases we use that whenever the equality PI (
kX∗∗) = ⊗̂k,s

πk,s
X∗∗∗ holds, it is

also valid that PI (
kX) = ⊗̂k,s

πk,s
X∗.

(b) If, for every k � 1, each k-linear form on X is weakly continuous on bounded sets (that is,
L(kX) = Lw(kX)) and all the spaces L(kX) have the approximation property then

P
(

k
⊗̂n,s

πn,s

X
)

= Pw

(
k
⊗̂n,s

πn,s

X
)
,

for all k,n � 1.
Indeed, from the hypothesis we obtain the following equalities for the nonsymmetric case:

L
(

k
⊗̂n

πn

X
)

=
[⊗̂k

πk

(⊗̂n

πn

X
)]∗ =

(⊗̂nk

πnk

X
)∗ = L(

nkX
) = Lw

(
nkX

)
=

⊗̂nk

εnk

X∗ =
⊗̂k

εk

(⊗̂n

εn

X∗) =
⊗̂k

εk

(Lw

(
nX

))
=

⊗̂k

εk

(L(
nX

)) =
⊗̂k

εk

((⊗̂n

πn

X
)∗) = Lw

(
k
⊗̂n

πn

X
)
.

Thus, as a consequence, every k-homogeneous polynomial on
⊗̂n

πn
X is weakly continuous on

bounded sets and since
⊗̂n,s

πn,s
X is isomorphic to a complemented subspace of

⊗̂n

πn
X the same

happens for polynomials in the symmetric tensor product.

Example 5.4.

(i) The Tsirelson space T and the predual of the Tsirelson–James space T ∗
J (which we denote

TJ ) are Qεs -reflexive (recall that L(kT ∗) = Lw(kT ∗) and L(kT ∗
J ) = Lw(kT ∗

J ) [1,6]). More-

over, for all n > 1, the spaces X = ⊗̂n,s

εn,s
T and Y = ⊗̂n,s

εn,s
TJ are Qεs -reflexive. Since X∗ =⊗̂n,s

πn,s
T ∗ and Y ∗ = ⊗̂n,s

πn,s
T ∗

J are separable dual spaces they have RNP. Also, X∗∗ = P (nT ∗)
and Y ∗∗ = P (nT ∗

J ) have the approximation property. Then, the Qεs -reflexivity of X and Y

follows from Theorem 5.2 and Remark 5.3(b). Note that Y is not quasi-reflexive (i.e., Y ∗∗/Y

is infinite dimensional).
(ii) The space �p is Qk

εs
-reflexive if and only if k < p∗ (where p∗ is the conjugate of p). The

space Lp (1 < p < ∞) contains a complemented copy of �2. Thus, Lp is not Qk
εs
-reflexive

for any k > 1.
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As seen in the proof of Theorem 5.2, we can translate the statement of that theorem in the
following way: if X∗∗ has the AP and X∗ has the RNP, then X is Qk

εs
-reflexive if and only

if P (kX∗) = ⊗̂k,s

εk,s
X∗∗. We now present a similar result for the case of the symmetric tensor

norm β = /πs\. Recall that (
⊗̂k,s

/πk,s\X)∗ = Pe(
kX) is the ideal of extendible k-homogeneous

polynomials.

Theorem 5.5. Let X be a Banach space such that X∗ has the BAP and the RNP. Then, X is

Qk
/πs\-reflexive if and only if P\εk,s/(

kX∗) = ⊗̂k,s

/πk,s\X
∗∗.

Proof. Since X is Asplund and X∗ has the BAP then, by the comments after [17, Corollary 2.4],

we have Pe(
kX) = ⊗̂k,s

\εk,s/
X∗. More precisely, the mapping

J\εk,s/ :
⊗̂k,s

\εk,s/
X∗ → Pe

(
kX

)
,

given by J\εk,s/(
⊗k

φ) = φk is an isometric isomorphism. Thus, Pe(
kX)∗ = (

⊗̂k,s

\εk,s/
X∗)∗ =

P\εk,s/(
kX∗) via (J\εk,s/)

∗.
Consider the following two mappings

Θ/πk,s\ :
⊗̂k,s

/πk,s\
X∗∗ → Pe

(
kX

)∗ and

J/πk,s\ :
⊗̂k,s

/πk,s\
X∗∗ →

(⊗̂k,s

\εk,s/
X∗)∗ = P\εk,s/

(
kX∗),

where Θ/πk,s\(⊗kz)(P ) = P(z) and J/πk,s\(⊗kz) = zk .
Notice that, with the above identifications, these two mappings are equal. Indeed, since

J\εk,s/(
⊗k,s

X∗) is dense in Pe(
kX), by linearity we only have to check the following equal-

ity

Θ/πk,s\
(⊗kz

)(
J\εk,s/

(⊗kφ
))

= Θ/πk,s\
(⊗kz

)(
φk

) = φk(z) = (
z(φ)

)k = zk(φ) = J/πk,s\
(⊗kz

)
(φ).

In consequence, we obtain that X is Qk
/πs\-reflexive if and only if J/πk,s\ is an isomorphism. And

this is equivalent to the identity P\εk,s/(
kX∗) = ⊗̂k,s

/πk,s\X
∗∗. �

Carando and the second author studied in [17] the symmetric Radon–Nikodým property:
A finitely generated s-tensor norm of order k, βk , has the symmetric Radon–Nikodým prop-

erty if the canonical mapping
⊗̂k,s

βk
�1 � (

⊗̂k,s

β∗
k
c0)

∗ is an isometric isomorphism. For adjoints of
projective tensor norms having this property the previous result is canonically extended:

Theorem 5.6. Let βk be a projective s-tensor norm of order k with the symmetric Radon–
Nikodým property and let X be an Asplund space such that X∗ has the BAP. Then, X is

Qk
β∗ -reflexive if and only if Pβk

(kX∗) = ⊗̂k,s

β∗
k
X∗∗.
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