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This paper presents an image-based dynamic visual servoing to make a mobile robot able to track a moving
object on the workspace by using a calibrated on board vision system. The stability of the proposed system
is proved based on its passivity properties. A robustness analysis and an L2-gain performance analysis are
also presented. Experimental results are shown to illustrate the system performance.
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1. Introduction

Mobile robots are mechanical devices which are able to navigate
in a workspace with some degree of autonomy. Autonomous naviga-
tion is associated to the ability of obtaining information from the
environment through external sensors, such as vision systems,
range finders, or proximity sensors. Nowadays, the research in mo-
bile robots control is focused on adding external sensors which,
combined with advanced control strategies, allow the robot to per-
form different tasks in unknown environments or semi-structured
ones, increasing their field of applications. Although range finders,
which allow the robot to detect unknown obstacles or nearby walls,
are the most common sensors, vision systems are widely used now-
adays due to the quantity and quality of information that can be ob-
tained from captured images.

According with the taxonomy proposed in [33], servo-visual con-
trol systems can be classified in: image-based visual servoing [4,19],
when control errors are defined on the image plane; or position-
based visual servoing [3], when the control errors are defined on
the 3D Cartesian space. Additionally, the vision system can be con-
sidered on board [3,19,20,29], when it is placed on the mobile robot;
different from the situation where the camera is fixed in the work
space [4,5,26]. As regards the designed control law, visual control
systems can be classified in: kinematics-based when only the kine-
matic models of the robot and the vision system are included in the
control law development [19,20,29]; or dynamics-based when the
robot dynamic model is taken into account in the controller design
[4,5]. Although kinematics-based controllers usually have an
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acceptable performance, the robot dynamics should be included to
reach better performance in tasks requiring high speed motions or
heavy loads transportation.

Amid most relevant works related to autonomous navigation of
mobile robots using visual information, [26] presents an image
based control algorithm solving the point stabilization problem
with a fixed camera. In [5], an image based algorithm for trajectory
tracking is proposed considering also a fixed camera. In [3] an on
board camera is used to obtain perspective lines in a corridor
and a position based control algorithm is developed using this
information to guide the robot along the corridor. Closer to our
work, [19] uses an on board camera to allow the robot reaching a
final position using two-view geometry. The same problem is
solved using trifocal tensors in [20]. Additionally, vision based con-
trollers have been developed for multi-robot systems, considering
both, fixed cameras [4] as well as on board cameras [6,25].

Commonly, as made in the above mentioned works, theoretical
analysis about the stability of the servo visual control system is
based on Lyapunov theory. An alternative choice is a passivity-
based analysis, which has been applied to robotic manipulators
control systems [8,16,22,27]. Recently, a useful dynamic model
for unicycle-like mobile robots has been proposed in [21], proving
also its passivity property. Additionally, a few recent works report
control algorithms for mobile robots based on passivity theory,
solving the path following problem [7], parking problem [18],
and for coordinate muti-robots systems [1,13,14]. Also the locomo-
tion problem of biped robots has been addressed using passivity
theory [28]. On the topic of vision systems applied to mobile ro-
bots, [9,17] present a passivity based visual motion observer for
mobile robots control purposes.

Regarding above mentioned works about passivity approaches,
[8] is one of the most relevant papers in vision based controller
design using passivity properties. However, authors use the passiv-
ity properties of the system in the context of a Lyapunov based
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stability proof, instead of an input–output analysis. On the topic of
mobile robots, [7] presents a passivity based solution for the path
following problem. Main disadvantage of this proposal is that it
only applies for circular paths and only simulation results are pre-
sented. As mentioned in previous paragraph, [13] reports a passiv-
ity based approach for 3D attitude coordination of muti-robot
systems. Authors propose an angular velocity control law that re-
sults in the convergence of the orientations among the robots in
the 3D space, and show its performance through both simulations
and experimental results. The proposal is interesting in spite of the
initial assumption that rotation matrices of all robots are positive
definite. Closer to our work, [17] has recently presented an impor-
tant contribution in the field of mobile robots with visual sensing,
taking advantage of passivity properties. Although the main contri-
bution of this work is the visual motion observer, it also presents
the design of a pose controller for a mobile robot carrying a catadi-
optric camera. The stability of the proposed system is concluded
based on a Lyapunov analysis by assuming a static target and
experimental results are shown only for the visual observer.

In this work, an image-based visual servoing system with on-
board camera, based on the passivity theory is proposed. The de-
signed controller allows the mobile robot to track a moving object
in the workspace. By using the passivity properties of the robot
and vision system, it is proved the convergence to zero of the control
errors when assuming a perfect knowledge of the object’s velocity.
Next, a robustness analysis including the object velocity estimation
errors is performed based on L2-gain performance, thus concluding
that control errors are ultimately bounded under this realistic
assumption. It is important to remark that, different from previous
related works [8,16,17,22], the convergence to zero of the control er-
rors are proved in a passivity and input–output systems framework,
instead of using the Lyapunov theory. Additionally, a real tracker
controller is proposed instead of a robust pose controller
[8,9,16,17,22,27], which means that it is not necessary to assume a
static target in order to prove passivity properties and the conver-
gence to zero of the control errors. As a final comment, this work
considers the mobile robot dynamics in the control system design,
which represents an important difference when comparing with
previous passivity approaches for mobile robots.

The rest of the paper is organized as follows. Section 2 introduces
the kinematic and the dynamic models of the mobile robot consid-
ered. In Section 3 the image features vector is defined and Jacobian
matrices of the vision system model are obtained considering a
pin-hole camera. Section 4 describes the proposed control system
including stability proof and the robustness analysis. Section 5
shows the experimental results and, finally, Section 6 states the con-
clusions of the work.

2. Mobile robot model

This paper considers a unicycle type mobile robot, which has
two independently driven wheels on the same axle and a castor
wheel, as shown in Fig. 1. The usual set of kinematics equations
which describe the vehicle’s position and heading in the plane,
when considering the robot as a punctual mass located in a point
C at the middle of the wheels axle, are [34],
Fig. 1. Geometric description of the mobile robot.
_x ¼ v cos /

_y ¼ v sin /

_/ ¼ x
ð1Þ

where (x,y) is the robot’s position on a considered global frame-
work, / is the heading of the robot, v and x are de linear and angu-
lar velocities, respectively.

The non-holonomic restriction of this kind of mobile robots is
given by [34],

_y cos /� _x sin / ¼ 0 ð2Þ

Intuitively, this constraint states that the robot cannot move
laterally but it can only move in the direction normal to the axle
of its driven wheels. The dynamic model will be described in
Section 4.4, when presenting the dynamic compensation control.

3. Vision system model

A vision camera transforms a 3D space into a 2D projection on
the image plane, where the vision sensor is located. Several projec-
tion models for the representation of the image formation process
have been proposed [12]. The most used is the perspective projec-
tion model or pin-hole model. In this model, a coordinate system
attached to the camera is defined in such a way that the Xmc and
Ymc axes define a base for the image plane and the Zmc axis is par-
allel to the optic axis. The origin of the coordinate system is located
at the focus of the camera lens. Then, a fixed point P in the 3D
space with coordinates P ¼ ½xmc ymc zmc�T on the framework at-
tached to the perspective camera will be projected on the image
plane as a point with coordinates (xm,ym) given by [12]:

xm ¼ f
xmc

zmc
; ym ¼ f

ymc

zmc
ð3Þ

where f is the focal length of the camera, expressed in pixels.

3.1. Features selection

A feature parameter of the image is defined as any estimated
real value that can be calculated from one or more structural com-
ponents of the image. Some of the feature parameters more widely
used are: the coordinates of a point on the image [10,24], the dis-
tance between two points on the image plane and the direction of
the line connecting them, or the area of a projected surface as seen
in [33].

Without loss of generality for the proposed control law, this
work considers a cylindrical target, and the image features vector
is defined as n ¼ ½n1 n2�T ¼ ½xm dm�T , being xm the projection on
the image plane of the x-coordinate of the cylinder middle point;
and dm is the projection on the image plane of the cylinder actual
width D. This situation is represented in Fig. 2. The value of the im-
age features is given by

xm ¼ f
xTmc

zTmc
; dm ¼ f

D
zTmc

ð4Þ

Note that expression for xm is obtained directly from the first
equation of (3) by replacing x and z coordinates of the generic point
P by xTmc and zTmc (x and z coordinates of the target in the frame-
work attached to the camera). On the other hand, dm is obtained
by writing D = x2 � x1, with x1 and x2 being the x-coordinates of
two external points P1 and P2 of the target that define its diameter
(as Fig. 2 shows). Then, the projections of x1 and x2 on the image
plane are obtained through the first equation of (3). Finally, by sub-
tracting these projections, second equation of (4) is obtained.

Now it is necessary to find the model of the vision system as a
relation between the time variation of the image features vector _n



Fig. 2. Image features.
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and the motion of both the mobile robot ½v x�T and the target vT.
With this aim, let us consider the relative posture between the tar-
get and the vision system (on the plane Xmc � Zmc of the coordinate
system attached to the camera) defined by the distance d and the
angle u, defined as shown in Fig. 3. Then, from this figure, the po-
sition of the target on the Xmc � Zmc plane is,

xTmc ¼ d sin u
zTmc ¼ d cos u

ð5Þ

Replacing (5) in (3), the image features vector is obtained as a
function of the relative posture between the target and the camera
(defined by distance d and angle u)

n ¼ f tan u f D
d cos u

h iT
ð6Þ

and differentiating (6) with respect to time,

_n ¼ @ðn1; n2Þ
@ðu;dÞ _u _d

h iT
¼ J1 _u _d

h iT
ð7Þ

_n ¼
f sec2ðuÞ 0

fD
d secðuÞ tanðuÞ � fD

d2 secðuÞ

" #
_u
_d

" #
ð8Þ

_n ¼ J1 _u _d
h iT

The change in relative position between the robot and the target
is due to both, the robot motion and the target motion:
½ _u _d�T ¼ ½ _u _d�TR þ ½ _u _d�TT . Now, from the kinematics of the non holo-
nomic mobile robot in polar coordinates (see Fig. 3) and first con-
sidering an static object, it is obtained the time variation of the
relative posture between the target and the robot (time variation
of d and u) as a function of the linear and angular velocities of
the robot as follows,
Fig. 3. Relative posture between the target and the robot.
_u
_d

" #
R

¼
sinðuÞ

d 1
� cosðuÞ 0

" #
v
x

� �
¼ J2

v
x

� �
ð9Þ

Considering now a fixed position for the mobile robot, i.e. con-
stant values for x, y, /; and differentiating (5) with respect to time,
the target velocity vT ¼ ½ _xTmc _zTmc�T ¼ A½ _u _d�TT is obtained as,

vT ¼
d: cosðuÞ sinðuÞ
�d: sinðuÞ cosðuÞ

� � _u
_d

" #
T

ð10Þ

Then, since matrix A is invertible, it is possible to write

_u
_d

" #
T

¼
1
d cosðuÞ � 1

d sinðuÞ
sinðuÞ cosðuÞ

" #
vT

_u _d
h iT

T
¼ J0vT

ð11Þ

Finally, by combining the movements of both the robot (9) and the
target (11) into (8) the following expression for model of the vision
system is obtained

_n ¼ J1 J2 v x½ �T þ J0 _xTmc _zTmc½ �T
� �

ð12Þ

Defining

J ¼ J1J2

JT ¼ J1J0

l ¼ v x½ �T
ð13Þ

a compact form for the vision system model is obtained,

_n ¼ Jlþ JTvT ð14Þ

where

JT ¼
dm
D � dm

D
xm
f

0 � d2
m

Df

2
4

3
5 ð15Þ

J ¼
dmxm

fD
f 2þx2

m
f

d2
m

Df
dmxm

f

2
64

3
75 ð16Þ
4. Design of the passivity based visual controller

This section presents the design of an image-based visual con-
troller to make a mobile robot with an on board camera capable
to track a moving object on the workspace, making the image



Fig. 4. Block diagram of the proposed kinematic visual control system.
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features error ~nðtÞ converge to zero. This way, the control objective
is formally defined as follows,

Lim
t!1

~nðtÞ ¼ 0

First, a kinematics-based controller is designed and the conver-
gence to zero of the image features error is proved when assuming
perfect velocity tracking and perfect knowledge of the moving
object velocity. Next, the perfect velocity tracking assumption is
relaxed, and a dynamics-based controller is designed to verify
the convergence to zero of the image features error under this real-
istic condition.

As mentioned in previous sections, full controller design is
made in the context of the input–output systems theory, in partic-
ular by using the passivity properties of the system. This property
has been widely used for the stability analysis of non linear
systems [11], mainly for interconnected and cascade structured
systems [2,23,32], as an alternative to Lyapunov theory. Formal
definitions associated to passivity of operators relating functional
spaces used in this work are given in Appendix.

4.1. Passivity property of the vision system

It has been proved in previous works that a perspective vision
system located at the end effector of a robotic manipulator is pas-
sive when a punctual static object is considered [8]. This passivity
property holds also when considering the vision system model
(14), i.e. an on board camera in a mobile robot with a moving
target.

Taking the positive function Vn ¼ 1
2 nTn, its time derivative is,

_V ¼ nT _n ¼ nTðJlþ JTvTÞ ð17Þ

Now, integrating (17) over [0,T],Z T

0

_Vdt ¼
Z T

0
nTðJlþ JTvTÞdt � Vð0Þ 6 VðTÞ � Vð0Þ

¼
Z T

0
ðJTnÞTðlþ J�1JTvTÞdt ð18Þ

defining tn = JTn and according with Definition A2, it can be con-
cluded that mapping (l + J�1JTvT) ? tn is passive.

4.2. Design of the kinematic based controller

Considering now ~nðtÞ ¼ nðtÞ � nd, instead of n(t) in order to take
into account the regulation problem on the image plane (being nd

the desired feature on the image plane), passivity property of the
vision system holds. Let us take the following positive definite
function

V ¼
Z ~nT

0
gT KðgÞdg ð19Þ

being Kð~nÞ a positive definite gain matrix defined in order to avoid
saturations as will be make clear later. Then, the time derivative of
function V is _V ¼ ~nT Kð~nÞ _~n ¼ ~nT Kð~nÞðJlþ JTvTÞ. Integrating _V over the
interval [0,T],

Z T

0

_Vdt ¼
Z T

0

~nT Kð~nÞðJlþ JTvTÞdt ð20Þ

and defining

t~n ¼ JT Kð~nÞ~n ð21Þ

the following expression is obtainedZ T

0
tT

~n ðlþ J�1JTvTÞdt P �Vð0Þ ð22Þ
concluding that the mapping ðlþ J�1JTvTÞ ! t~n is passive. At this
point, it is important to express the conditions for matrix Kð~nÞ,
which should be design such that t~n 2 L1 for any values of image
features.

The following control law is proposed to track a moving target
on the workspace, based on the error on the image plane.

lc
ref ¼ �Kct~n � J�1JTvT ¼ �KcJT Kð~nÞ~n� J�1JTvT ; Kc > 0 ð23Þ

Assuming for the moment perfect velocity tracking, i.e. l � lref
c

(kinematics-based controller), and substituting (23) in (22),Z T

0
tT

~n ðlþ J�1JTvTÞdt ¼
Z T

0
tT

~n ð�Kct~n � J�1JTvT þ J�1JTvTÞdt

¼ �
Z T

0
tT

~n Kct~ndt 6 �kminðKcÞ
Z T

0
tT

~nt~ndt ð24Þ

orZ T

0
tT

~n
ð�l� J�1JTvTÞdt P kminðKcÞ

Z T

0
kt~nk

2dt ð25Þ

Concluding that mapping t~n ! �ðlþ J�1JTvTÞ, i.e. the controller de-
fined in (23), is strictly input passive (see Definition A3). This way,
the proposed control system is made up by the interconnection of
passive systems, as Fig. 4 shows.

4.3. Kinematic control system analysis

By adding (22) and (25)

0 P �Vð0Þ þ kminðKcÞ
Z T

0
kt~nk

2dt

Z T

0
kt~nk

2dt 6
Vð0Þ

kminðKcÞ

ð26Þ

which implies that t~n 2 L2e. Also, recalling that Kð~nÞ is designed such
that t~n 2 L1, and _t~n 2 L1 since robot velocities are also bounded (by
controller definition (23)). Then, it can be concluded by Barbalat’s
Lemma [31] that

t~n ! 0 with t !1 ð27Þ

Now, assuming that the target is out of any singular position and
recalling that, t~n ¼ JT Kð~nÞ~n, the condition (27) implies that,

~n! 0 with t !1 ð28Þ

thus achieving the control objective.

4.4. Design of the dynamic compensation

In this section the assumption of perfect velocity tracking is dis-
regarded and a velocity controller considering the robot dynamics
is designed and included in the proposed control system. This dy-
namic controller makes the robot to reach the reference velocity
calculated by the kinematic controller with a good performance.
This is particularly important under high velocity or heavy load
conditions.
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This work considers the dynamic model proposed in [21],

H _lþ CðlÞlþ FðlÞl ¼ lr ð29Þ

where l ¼ ½v x�T and lr ¼ ½v r xr�T represent the vector of linear
and angular input velocities. Matrix H is constant, diagonal and po-
sitive definite; matrix C(l) is skew symmetric; and matrix F(l) is
(for reasonable assumptions) symmetric, positive definite and low-
er bounded. Furthermore, mapping lr ? l is strictly output passive.
For more details about dynamic model (29), refer to [21].

The following control law is proposed,

lr ¼ H _lc
ref þ CðlÞlc

ref þ FðlÞlc
ref � Tð~lÞ ð30Þ

~l ¼ l� lc
ref ¼ ~v ~x½ �T ð31Þ

Tð~lÞ ¼
lv 0
0 lx

� �
tgh kv

lv
~v

� �
tgh kx

lx
~x

� �h iT
ð32Þ

where hyperbolic tangent function prevents the saturation of the con-
trol commands due to large velocity errors; kv ; kx > 0; lv ; lx 2 R.
The new block diagram of the proposed control system is depicted in
Fig. 5.

4.5. Stability proof of the complete proposed control system

Replacing (30) into (29), the following close loop equation is
obtained,

H _~lþ CðlÞ~lþ FðlÞ~l ¼ �Tð~lÞ ð33Þ

For stability analysis purposes, let us consider the following positive
definite function,

V ¼ 1
2

~lT H~l ð34Þ

and its time derivative on the system trajectories,

_V ¼ �~lT CðlÞ~l� ~lT FðlÞ~l� ~lT Tð ~lÞ ð35Þ

The first term is zero since C(l) is skew symmetric, the second
one is negative definite since F(l) is symmetric and third term is
negative definite (see definition of Tð~lÞ in (32)), therefore _V < 0.
Then, it can be concluded that,

~l 2 L1 ð36Þ

Integrating _V over the interval [0,T],Z T

0

_Vdt ¼ �
Z T

0
~lT FðlÞ~ldt �

Z T

0
~lT Tð~lÞdt ð37Þ

or �Vð0Þ 6 �
R T

0
~lT Tð~lÞdt �

R T
0

~lT F~ldt, by recalling that V(T) > 0.
Rewriting previous expression as,

�
Z T

0
~lT Tð~lÞdt P �Vð0Þ þ kminðFÞk~lk2 ð38Þ

it can be concluded that the mapping �Tð~lÞ ! ~l is strictly output
passive.
Fig. 5. Block diagram of the proposed control system with dynamic compensation.
Now, by recalling (36), there exists a constant matrix KT such
that ~lT Tð~lÞP kminðKTÞ~lT ~l in domain of ~l so, from (37) the follow-
ing expression is obtained,

�Vð0Þ 6 �kminðKTÞ
Z T

0
~lT ~ldt �

Z T

0
~lT F~ldt ð39Þ

It can also be written,

Vð0ÞP ðkminðKTÞ þ kminðFÞÞ
Z T

0
~lT ~ldt

Z T

0
~lT ~ldt 6

Vð0Þ
ðkminðKTÞ þ kminðFÞÞ

8T 2 ½0;1Þ ) ~l 2 L2

ð40Þ

Now, after proving that ~l 2 ½L2 \ L1�, the control error ~n has to
be analyzed. With this aim, the assumption of perfect velocity
tracking is disregarded, thus considering a nonzero velocity error
~l ¼ l� lc

ref . This velocity error and the kinematic controller are
introduced into (24), obtaining

�
Z T

0
tT

~n
ðlþ J�1JTvTÞdt ¼

Z T

0
tT

~n
Kct~ndt �

Z T

0
tT

~n
~ldt ð41Þ

Then, by adding (41) with the expression that states the passivity
property of the vision system (22) and after some manipulations,
the following expression is obtained,

kminðKcÞ
Z T

0
tT

~n
t~ndt 6 Vð0Þ þ

Z T

0
tT

~n
~ldt ð42Þ

kminðKcÞkt~nk
2
2T 6 Vð0Þ þ kt~nk2Tk~lk2T 8T 2 ½0;1Þ ð43Þ

By recalling that ~l 2 L2(40), inequality (43) only holds for
kt~nk2T <1, which implies that t~n 2 L2. This conclusion shows that
the property t~n 2 L2 remains valid after including the dynamical
velocity controller when disregarding the assumption of perfect
velocity tracking. Remembering that t~n 2 L1 and _t~n 2 L1, then the
control objective is achieved, i.e.

~nðtÞ ! 0 with t !1 ð44Þ
4.6. Robustness analysis

Control action defined by (23) assumes the perfect knowledge
of the moving object velocity vT, but in practice this velocity will
be estimated by using the visual position sensing of the object
though, for instance, an a � b filter [15]. The estimation of the ob-
ject velocity immediately raises the problem of analyzing the effect
of the estimation error on the control errors.

In this analysis, the L2-gain performance criterion will be used.
With this aim, estimation error of the target velocity ~vT and veloc-
ity error ~l will be considered as parts of an external disturbance w
and it will be proved that the mapping from w to ~n has finite
L2-gain, i.e. [30],

Z T

0
k~nk2dt < c2

Z T

0
kwk2dt 8T > 0 ð45Þ

Let us define the external disturbance as w ¼ ~lþ J�1JT ~vT , being
~vT ¼ vT � v̂T , and assume that w is bounded. Considering now that
the velocity of the target is not perfectly known in the expression of
the controller (23) and (24) is modified as follows,

Z T

0
tT

~n
ðlþ J�1JTvTÞdt ¼

Z T

0
tT

~n
ð~lþ lc

ref þ J�1JTvTÞdt

¼
Z T

0
tT

~n
~ldt �

Z T

0
tT

~n
Kct~ndt

þ
Z T

0
tT

~n
ð�J�1JT v̂T þ J�1JTvTÞdt ð46Þ



Fig. 6. Experimental setup.
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Z T

0
tT

~n
ðlþ J�1JTvTÞdt ¼ �

Z T

0
tT

~n
Kct~ndt þ

Z T

0
tT

~n
~ldt

þ
Z T

0
tT

~n
J�1JT ~vT dt ð47Þ

Z T

0
tT

~n
ðlþ J�1JTvTÞdt ¼ �

Z T

0
tT

~n
Kct~ndt þ

Z T

0
tT

~n
wdt ð48Þ

By subtracting (48) from (21), the following expression is obtained,

0 P �Vð0Þ þ
Z T

0
tT

~n
Kct~ndt �

Z T

0
tT

~n
wdt ð49Þ

Then,

kminðKcÞ
Z T

0
tT

~n
t~ndt 6 Vð0Þ þ

Z T

0
tT

~n
wdt ð50Þ

or, by defining e = kmin(Kc) and recalling the definition of the inner
product in the space L2e (see Definition A1),

ekt~nk
2
2T 6 htT

~n
;wiT þ Vð0Þ ð51Þ

Now, by adding to the second member of (51) the positive term
1
2

1ffiffi
e
p w�

ffiffiffi
e
p

tT
~n
; 1ffiffi

e
p w�

ffiffiffi
e
p

tT
~n

D E
T
, the inequality holds. After some

mathematical manipulations, the following expression is obtained,

ekt~nk
2
2T 6 tT

~n
;w

D E
T
þ 1

2
1
e
hw;wiT þ

e
2

tT
~n
; tT

~n

D E
T

� tT
~n
;w

D E
T
þ Vð0Þ ð52Þ

kt~nk
2
2T 6

1
e2 kwk

2
2T þ Vð0Þ ð53Þ

Now, for kwk2
2 such that kt~nk

2
2 be bounded away from its saturation

value, and after replacing (21) into (53) it can be concluded that,

k~nTk2
2T 6

1
kminðMÞe2 kwk

2
2T þ Vð0Þ ð54Þ

where M ¼ KTð~nÞJJT Kð~nÞ.
Clearly, after integrating (54) over the interval [0,T], it can be

concluded that the mapping from w to ~n has finite L2-gain 6c,
withc ¼ 1

e
ffiffiffiffiffiffiffiffiffiffiffiffi
kminðMÞ
p . In other words, the proposed control system is

robust to w according to L2-performance criterion (disturbance
attenuation in L2-gain norm or energy attenuation). In this context,
the parameter c can be considered as an indicator of the control
system performance in presence of estimation errors.
5. Experimental results

The proposed visual controller has been evaluated through real
experiments using a Pioneer 3DX manufactured by MobileRobots
Inc., with on-board computer and color CCD camera (with focal
distance f = 850 pixels). For the cases of moving target experi-
ments, the cylindrical target has been placed on another mobile
platform Pioneer 3AT. Experimental setup is shown in Fig. 6.

Three different indoor experiments are shown, the first one
with a static target and the other two considering a moving target.
It is important to test these two conditions since the controller
should present a good performance in spite of different target
velocities. Two velocity conditions are used in the second and third
experiments. For all experiments, the target velocity is considered
as unknown and it is estimated by using an a � b filter [15]. Nev-
ertheless, any other adequate velocity estimation algorithm could
be implemented.

Matrix Kð~nÞ was defined as,
Kð~nÞ ¼ diag k1

ða1þj~n1jÞðb1þdmÞðc1þjxm j2Þ
; k2

ða2þj~n2jÞ b2þd2
mð Þðc2þjxmjÞ

� �
ki; ai; bi; ci > 0

This matrix has been designed such that t~n 2 L1 as expressed in
Section 4.2. Note that it depends on the Jacobian matrix associated
to the defined image features. With this matrix Kð~nÞ, the following
expression for t~n is obtained,

t~n ¼

k1dmxm~n1

fDða1þj~n1 jÞðb1þdmÞðc1þjxmj2Þ
þ k2d2

m
~n2

fDða2þj~n2 jÞ b2þd2
mð Þðc2þjxmjÞ

k1 f 2þx2
mð Þ~n1

Dða1þj~n1 jÞðb1þdmÞðc1þjxmj2Þ
þ k2dmxm~n2

f ða2þj~n2 jÞ b2þd2
mð Þðc2þjxm jÞ

2
664

3
775 2 L1

The design constants of the proposed controllers are set to:
k1 = 0.25, k2 = 15, a1 = 70, a2 = 100, b1 = 20, c1 = 30, b2 = 30, c2 = 20,
Kc = diag(70,4), lv = 0.01, kv = 0.05, lx = 0.03, kx = 0.12; and the de-
sired features vector is selected as nd ¼ ½0 270�T for the first exper-
iment and nd ¼ ½0 170�T for the second and third experiment. Note
that transforming these desired image features into relative pos-
ture between the robot and the target, d = 0.63 m and u = 0� can
be obtained for the first experiment; and d = 1 m and u = 0� for
the second and third ones. In spite of these values of relative pos-
ture are not used for control purposes; they can be useful for the
results interpretation.

In the first experiment, a static target is considered. Therefore,
the robot has to achieve a final position relative to the target,
according to the desired visual features vector. Figs. 7–10 show
the obtained results. Fig. 7 represents the time evolution of the vi-
sual features errors, Fig. 8 shows the time evolution of control ac-
tions, Fig. 9 depicts the trajectory described by the robot in the
workspace, and Fig. 10 illustrates the evolution of the relative po-
sition between the robot and the target.

In the second experiment, the target moves in the workspace
with constant velocity describing a straight line path. Therefore,
the robot has to track the target while keeping a constant relative
posture to the target. Similar to previous experiment, Figs. 11–14
show the obtained results. Fig. 11 represents the time evolution
of the visual features errors, Fig. 12 shows the time evolution of
control actions, Fig. 13 depicts the trajectories described by both
the moving target and the robot in the workspace, and Fig. 14 illus-
trates the evolution of the relative position between the robot and
the target.

In the last experiment presented in this Section, the target also
moves in the workspace but with non-constant velocity. Fig. 15



Fig. 7. Time evolution of the image features error (first experiment).

Fig. 8. Time evolution of the control commands (first experiment).

Fig. 9. Trajectory described by the robot in the workspace (first experiment).

Fig. 10. Relative posture between the robot and the target (first experiment).

Fig. 11. Time evolution of the image features error (second experiment).

Fig. 12. Time evolution of the control commands (second experiment).
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Fig. 13. Trajectories described by the robot and the target in the workspace (second
experiment).

Fig. 14. Relative posture between the robot and the target (second experiment).

Fig. 15. Time evolution of the image features error (third experiment).

Fig. 16. Time evolution of the control commands (third experiment).

Fig. 17. Trajectories described by the robot and the target in the workspace (third
experiment).

Fig. 18. Relative posture between the robot and the target (third experiment).
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shows the time evolution of the visual features errors, Fig. 16 rep-
resents the time evolution of control actions, Fig. 17 depicts the
trajectories described both by the mobile target and the robot in
the workspace, and Fig. 18 illustrates the evolution of the relative
position between the robot and the target.

All the experiments have shown the feasibility of the imple-
mentation and the good performance of the proposed controller.
It can be seen how the proposed controller makes the robot able
to get a desired posture relative to the static target (experiment
1), as well as to follow a moving target (experiments 2 and 3),
achieving similar performances. Even with non-constant target’s
velocity the performance is not affected, as experiment 3 shows.

It is important to highlight that, in spite of the unknown target’s
velocity; the proposed controller reduces the control errors down
to values close to zero. This behavior confirms the theoretical re-
sults regarding not only the asymptotic stability property but also
the robustness of the proposed controller against the errors in the
estimation of the target’s velocity. Remember that this velocity has
been estimated through the visual sensing by using a standard
estimation algorithm.

6. Conclusions

In this paper, an image-based visual controller for object track-
ing with on board camera has been presented. First, a kinematics-
based controller was proposed and the asymptotically convergence
to zero of the control errors has been proved assuming perfect
velocity tracking. Then, a more realistic situation by considering
the velocity error motivates the design of a dynamics-based veloc-
ity controller, and the convergence to zero of the image features er-
ror is proved again for the control system. The dynamics-based
controller receives the velocity references values from the kine-
matics-based one. The design of the proposed control system is
based on its passivity properties and the input–output systems
theory. Finally, estimation errors on the target velocity have been
considered, and a robustness analysis allows to conclude that the
control system is robust to these errors according the L2-gain per-
formance criterion. Experimental results were also presented in or-
der to validate the proposed controller.

Appendix A

Formal definitions associated to passivity of operators relating
functional spaces and used in this work follow [30].

Definition A1. Given g, h 2 L2e, the inner product and the norm
k�k2e in the set L2e are defined as,

hg; hiT ¼
R T

0 gðtÞhðtÞdt 8T 2 ½0;1Þ

kgk2;T ¼ hg; gi
1=2
T ¼

R T
0 gðtÞgðtÞdt

� �1=2
Definition A2. Let G:L2e ? L2e be an input–output mapping. Then,
G is passive if there exists some constant b such that,

hGx; xiT P b 8x 2 L2e 8T 2 ½0;1Þ
Definition A3. Let G:L2e ? L2e be an input–output mapping. Then,
G is strictly input passive if there exists some constants b 2 R and
d > 0 such that,

hGx; xiT P bþ dkxk2
2;T 8x 2 L2e
Definition A4. Let G:L2e ? L2e be an input–output mapping. Then,
G is strictly output passive if there exists some constants b 2 R and
d > 0 such that,
hGx; xiT P bþ dkGxk2
2;T 8x 2 L2e
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