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In this note, a correlation metric κc is proposed which is based on the universal behavior of
the linear/logarithmic growth of the correlation length near/far the critical point of a continuous
phase transition. The problem is studied on a previously described neuronal network model for
which is known the scaling of the correlation length with the size of the observation region. It
is verified that the κc metric is maximized for the conditions at which a power law distribution
of neuronal avalanches sizes is observed, thus characterizing well the critical state of the network.
Potential applications and limitations for its use with currently available optical imaging techniques
are discussed.

The study of critical phenomena in the brain [1–3] ben-
efited from different experimental approaches. The most
common by far is the statistical characterization of the
so-called neuronal avalanches, consisting of sudden in-
creases in the activity which exhibits power-law distribu-
tion of sizes and durations [4]. This analysis has been
reproduced over different setups (i.e., tissues and exper-
imental conditions, see e.g. [5, 6]), and in a diversity of
numerical simulations. Several caveats, such as subsam-
pling [7], thresholding [8], or the artifacts introduced by
the coexistence of overlapping avalanches [9], as well as
alternative interpretations of the results [10] prompted
the exploration of complementary approaches.

One of them, which can be considered as the signature
of a continuous phase transition, is the behavior of the
correlation length ξ, which diverges with the size of the
system (see e.g. [11]), a fact that was shown to be ex-
hibited by the large scale brain dynamics [12, 13]. More
recently the same divergence of ξ was demonstrated in
small areas of the behaving mice brain [14]. This mea-
sures were facilitated by the use of novel opto-genetic
techniques [15], which allows for the recording of the in-
dividual activity of a relatively large number of neurons.
In that work, a proxy of the standard finite size analy-
sis, named Box-Scaling (B-S) was used, [16] in which the
observation window, instead of the system size, is varied.
An estimate of the correlation length ξ was found to grow
linearly or logarithmically with window size depending if
the system is near or far from the critical state, respec-
tively. Based on this previous results, the purpose of this

letter is to introduce a simple metric, describing the typi-
cal finite-size behavior of the correlation length near crit-
icality to distinguish critical from non-critical dynamics.
To this end, we study a simple model of neuronal dynam-
ics that can be tuned towards and away from the critical
point of a second-order phase transition dynamics, as the
control parameter is varied. For completeness, we con-
trast the new metric with the most common analysis, the
avalanche size distribution statistics.

The paper is organized as follows: Next we describe the
model and define the observables, first for the standard
metric of avalanches analysis and then for the finite-size
correlation based metric. After that, the main results are
described by contrasting both metrics. The paper close
with a short discussion of the limitations and potential
applications.

Model and observables- Briefly, the model studied is an
excitable cellular automata on a square lattice of inter-
connected neurons under periodic boundary conditions
plus a certain degree of quenched disorder. Each neuron
activity is described by the Greenberg & Hastings’ ex-
citable three states dynamics [17]. There is a single con-
trol parameter T that determine the threshold for being
excited by other neurons. The results rely on universal
behavior of the correlation function in critical phenom-
ena, thus they are model independent. Because of that
we skip for now further details of the model, which can
be consulted if needed in the Appendix.

We run simulations for several values of the control pa-
rameter T which previous results [16] indicate produces
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FIG. 1. System scheme. (a) A system of characteristic size L
is studied through boxes of side W . Only neurons inside the
box are recorded. (b) Example of the time series A, the total
number of neurons actives of inside a window, as a function of
time. An avalanche, (filled with gray), is defined as the total
activity above a threshold c, computed from the time at which
A becomes greater than c to the next time that it is becomes
lower than c. Panel (c) shows the cumulative avalanche size
distribution function F (s) as a function of avalanche size s,
for three different situations: subcritical (T = 0.33, open blue
squares), supercritical (T = 0.31, open red diamonds) and
close to criticality (T = 0.318 green filled circles). The dashed
line represents the theoretical expectation for the avalanche
size distribution expected at criticality. (d) The connected
correlation function of a window of size W , CW (r), for several
values of W , computed at criticality. From left to right, W =
50 (violet line), W = 150 (cyan), W = 250 (orange), W = 500
(light green). The characteristic length r0 for W = 500 is
marked with an arrow, as an example. (e) Characteristic
length r0 as a function of window size W at the critical state.
Results computed on a system of size L = 1000, k = 24,
π = 0.01 and T = 0.318. In panels (b) and (c), window size
W = 500 was used.

subcritical (for very high values of T ), supercritical (for
very low values of T ) or critical dynamics. To accumu-
late enough statistics, we run 20 numerical simulations
(lasting 105 time steps, discarding the initial 5000 time
steps). For each simulation we constructed a network
with the same average parameters k and π (i.e., they are

stochastic realizations). To mimic experimentally rele-
vant situations, we record the dynamics of the neurons
within a square window of W×W neurons (with W ≤ L),
see Fig. 1-a.

Metric based on the avalanche’s size distribution- The
standard procedure for avalanche analysis [4] focuses in
the estimation of the distribution of avalanche size and
duration. For that, the total activity of the neurons in-
side a given (spatial) window is computed as a function
of time, A(t) =

∑
i∈W×W δSi(t),1 (Si(t) = 1 if neuron i is

spiking at time t). Notice that in the standard procedure
it is usual to group the activity on time bins approxi-
mately equal to the average of one inter-spike-interval.
The coarse grain scale of the model considered here (i.e.,
only three discrete states) determines that we must com-
pute A(t) for each time unit, as mentioned above. Also,
since for the conditions or our case A(t) very rarely be-
comes zero, following [8], we need to define a non-zero
avalanche threshold c. Avalanche size is defined then as
the total activity above c between two consecutive ze-
ros of A(t) − c, see Fig. 1-b. At criticality, avalanche
size distribution, P (s), where (s is the avalanche size), is
expected to have a power law distribution, P (s) ∝ s−τ ,
where, in the mean field directed percolation universality
class, τ = 3/2 [4, 18]. The value of c is chosen to max-
imize the number of avalanches for each value of T and
W .

The goodness of fit to a power of the neuronal
avalanches size distribution has been considered as sug-
gestive for critical dynamic, which taken in isolation may
call for caveats, precautions and criticisms [19]. Nonethe-
less, when used in conjunction with other measures it can
overcome some of its limitations [10]. In that regards,
Shew at al. [20] defined, from the cumulative avalanche
size distribution, F (s), a metric κS , which is [20]:

κS = 1 +
1

m

m∑
k=1

FNA(βk)− F (βk) (1)

Where FNA(β) = 1−(smin/β)τ−1

1−(smin/smax)τ−1 , is the theoretical

distribution for the critical case, and βk are m power-law
distributed values ranging from smin = 50 to smax =
50000. We have used m = 10 as in [20]. For avalanche
size distributions with exponent τ κS = 1, while κS ≷ 1
for super/subcritical situations. We have computed κS
assuming τ = 3/2.

Metric based on finite-size scaling of correlations- Fol-
lowing previous work [16], we computed the connected
correlation function on a window of size W , as the corre-
lation of the fluctuations of the neuronal activity, with re-
spect to it’s instantaneous spatial average [12–14, 16, 21–
25]:

CW (r) =
1

c0

∑
i,j δviδvjδ(r − rij)∑

i,j δ(r − rij)
(2)
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FIG. 2. Avalanche size distribution computed on a window
of size W = 500, for different values of T in (a) and for T =
0.3180 ' TC and several values of W in (b). The dashed lines,
in both panels, show a power law with exponent −3/2 as a
guide to the eye. All parameters as in Fig. 1.

where δ(r− rij) is a smoothed Dirac δ function selecting
pairs of neuron states at a distance r (in practice, we have
computed CW (r) for integer values of r, averaging all
points at distances (r− 0.5, r+ 0.5]); rij is the Euclidean
distance from the site i to site j; δvi is the value of the sig-
nal vi of site i at time t, after subtracting the the instan-
taneous spatial average of signals V (t) = (1/N)

∑N
i vi(t),

i.e., δvi(t) = vi(t)− V (t); and 1
c0

is a normalization fac-
tor to ensure that CW (r = 0) = 1. We consider that
vi = 1 if neuron i is in the active (Si = 1) or refractory
(Si = 2) state and vi = 0 otherwise. We compute Eq.
2 once every 20 time steps (i.e., we take information for
4750 time steps for each network), and then average the
result over different time steps and different networks.
An estimate of the correlation length can be calculated
from Eq. 2 as r0, the first zero crossing of the function
(i.e., CW (r0) = 0). We stress that the implementation of
r0 considers averages of instantaneous correlations com-
puted inside a window.

We measure CW (r) for several values of W , ranging
from Wmin to Wmax. For equilibrium thermodynamic
systems, the behavior of r0 as a function of W , for fixed
L, is known in the limiting cases: r0 ∝W forW � L� ξ
at criticality, while r0 ∝ ξ log(W/ξ) for ξ �Wmin, where
ξ is the standard correlation length, see [16, 24].

To estimate the distance to criticality, for each ex-
plored window size W , we propose a linear relation
among r0 and W , r0(W ) = aW × W , and also, a log-
arithmic growth r0(W ) = r0(Wmin) + bW log(W/Wmin).
Similar to Eq. 1, we define

κC =
CV 2

s

CV 2
c + CV 2

s

, (3)

where CVs is the coefficient of variation of {bW } and
CVc is the coefficient of variation of {aW }. Notice that
0 ≤ κC ≤ 1, where κC = 0 is for a perfect logarithmic
growth and κC = 1 is for perfect linear growth. The
definition of (3) is insensitive to a change in the spatial
scale (r → λr). More sophisticate measures can also be

proposed.

0 250 500
 W

0

100

200

r 0

T=0.31
T=0.314
T=0.318
T=0.322
T=0.33

 20 100 500
W

0

100

200
(a) (b)

FIG. 3. Characteristic correlation length as a function of
window size W obtained at various control parameter values
T (indicated in the legend). The same results are plotted
in linear scale in panel (a) and in linear-logarithmic scale in
panel (b). All other parameters as in Fig. 1.

Results- As a reference, we first characterize the be-
havior of the avalanche size distribution, computed in-
side of a window of size W = 500, for different values of
T . The results are shown in Fig. 2-a. In the subcrit-
ical state (T = 0.33), activity is low, and there are no
large avalanches, for any value of c. In the supercriti-
cal case (T = 0.31), activity is very high, being always
larger than zero. The avalanche size distribution has a
hump for s ∼ 105. Hump position depends on c, showing
system-wide avalanches (i.e., dragon kings) for low c. In
the critical case (T ' 0.318), avalanche size distribution
follows closely a power law with exponent τ = 3/2. The
best collapse exponent depends on c, and values compat-
ible with τ in the range 1.3-1.7 can be obtained. For the
critical data in the figure, it can be seen that for small
values of s (i.e., s < 100), there is an excess of avalanches,
compared to the expected. This excess is a consequence
of subsampling, and is not present for W = L, while it
is even larger for small values o W , such as W = 125,
see Fig. 2- b. This difference may be due to the con-
tributions of avalanches that enter or leave the window
from the rest of the system, as already discussed in the
context of avalanches in the qKPZ model, see Ref. [26].

Next, we turn to describe the correlation behavior on
the same data used to study avalanches. The character-
istic correlation length r0 as a function of window size
W , for Wmin = 30, Wmax = 500, is shown in Fig. 3.
For the critical value of the threshold (T = 0.318), there
is a linear relation among r0 and W , while for sub and
supercritical regimes, r0 is smaller, and the growth of
r0 with W is logarithmic. Slightly subcritical and super-
critical cases, (plotted with triangles), show intermediate
results. Similar results can be found when CW (r), Eq.
2, is computed for the whole system (W = L), varying
system size, as shown in [16] for the Ising paramagnetic-
ferromagnetic model and for a different neuronal model
[7].

The values of κS and κC , extracted from avalanche size
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FIG. 4. Behavior of the two metrics as a function of T near
the critical point of the neural model: κS in panel (a) and κC

in panel (b). All other parameters as in Fig. 2 and 3.

distribution and correlation length scaling, are shown in
Fig. 4. Avalanche analysis (κS), assuming τ = 3/2,
yields expected results: κS > 1 (< 1) for supercritical
(subcritical) regime, while κS is closest to 1 for critical
regime, T = 0.318 (marked with a green dot). For very
subcritical values (high T ), κ does not keep on decreasing,
probably due to having a short range of s values captured
by P (s). The analysis of characteristic length collapse,
κC , shows compatible results, see Fig. 4-b. The logarith-
mic fit is better that the linear fit (i.e., κC > 0.5) only
for 0.314 < T < 0.322, having it’s peak at T = 0.318, i.e,
the same value as in κC .

Finally, to compare the precision of κS and κC , in Fig.
5-b, we show results in a situation where the control pa-
rameter T is varied. It can be shown that close to crit-
icality, the error in κC is lower than the error in κS .
More important, it decays ∼ 1/n where n is the number
of snapshot used.

Discussion- The original experimental setups where
avalanches were measured, used microelectrode arrays of
∼ 60 detectors, each of which measures the activity of
several neurons with very high (i.e., millisecond) tempo-
ral resolution. The experimental constrains were suitable
for computing neuronal avalanches, where only the evolu-
tion of the total activity as a function of time is required,
and it is not necessary to know the spatial location of
the spiking neurons. To estimate how close the system is
to criticality by using this approach, several parameters
need to be defined and adjusted, such as the time binning,
minimum and maximum values of considered avalanches,
and a non-zero threshold for defining avalanches in the
cases the activity never ceases (i.e., as in very large num-
ber of neurons). Furthermore, additional experimental
caveats need to be considered, such as subsampling [7],
windowing (i.e., avalanches involving neurons outside of
the observation window), or the existence of several si-
multaneous unrelated avalanches [9].

Novel opto-genetic techniques allow to study the dy-
namics of a large number (from one hundred a to few
thousand) of neurons individually, considering, however
a lower temporal resolution, typically in the 30-60Hz

range. Performing avalanches analysis on opto-genetic
data would be affected by this low temporal resolution,
the thresholding and most important, would not profit
from the spatial information of the spiking neurons. In
contrast, correlation length computation, which is per-
formed from instantaneous snapshots of the system state
does not require it’s temporal evolution. Moreover, box-
scaling should not be affected by sub sampling artifacts,
since the value of CW (r) is computed from the activity
of pairs of observed neurons at a distance r.
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FIG. 5. Behavior of the two metrics for an hypothetical slow
change in the network excitability here simulated by changes
in the parameter T . Panel (a) shows the temporal evolution of
T as a function of time t. Panel (b) shows the estimated mean
(+- SD) κS and κC , computed over time segments of n = 2000
steps. For κC , we used spatial windows W ≤ 300. For κS an
average of ∼ 95 avalanches (range 14-280) were detected in
each run and each time window. Panel (c) shows the errors of
both estimators computed as the average distance from the
measured value and the real value, κ∗

S/C (computed using all
time points), as a function of the number of used time points
n, at T = 0.3180 ' TC . Four simulations were used in each
panel. For avalanche analysis, since now n is variable, we have
taken smin as 10 times the minimum observed avalanche size,
and smax as 0.1 of the largest observed avalanche size.

Overall, the results show that the value of the con-
trol parameter Tc (i.e., for critical behavior) inferred via
avalanche-size distribution is very close to the value that
maximizes the correlation length. Thus, while state of
the system can be monitored from either method, notice
that the computation of the correlation length is less de-
pendent on parameters, such as the ones needed in the
avalanche analysis (e.g., such as bin length, threshold,
separation of time scales).

In summary, we have introduced a simple metric, κC ,
describing the typical finite-size behavior of the (in-
stantaneous) spatial correlations of neuronal activity.
By construction κC , is able to distinguish critical from
non-critical dynamics and compares well with the usual
avalanches analysis which estimates the distribution of
the space-integrated activity. In a given experimental
situation, the observation of large κC values indicating
long range spatial correlations must be consistent with
the simultaneous observation of large values for the tem-
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poral correlations, as shown previously [27]. Results pre-
sented here suggest that the correlation length computa-
tions using Box-Scaling are well suited as a complement
or a substitute of neuronal avalanche analysis as a use-
ful tool for monitoring criticality on diverse experimental
conditions.

APPENDIX

We study a cellular automata model previously de-
scribed [12, 16, 28], which itself is based on the Greenberg
and Hastings model [17], on a two dimensional array of
L×L neurons under periodic boundary conditions. Each
neuron j has k = 24 output connections chosen as fol-
lows: the closest k neurons are initially selected, and
then, to mimic a small world topology, each of this con-
nections is rewired with probability π = 0.01 to another,
randomly chosen, postsynaptic neuron within the whole
system. The weights of the resulting k nonzero connec-
tion weights are taken randomly from an exponential dis-
tribution p(Wij = w) ∝ exp(−wλ) with λ = 12.5, as in
[28]). Here, the connection matrix does not need to be
symmetric and network parameters are fixed (i.e., neither
the connections nor Wij evolve with time).

Within this model, time is discrete and each neuron
i may be in any of the following three states: quiescent
(Si(t) = 0), active (Si(t) = 1) or refractory (Si(t) = 2).
At time t+ 1 a quiescent neuron can become active due
to an external input with a small probability r1 (we
have used r1 = 10−5), or if the contribution of all ac-
tive connections at time t is larger that a threshold T
(
∑
jWijδSj(t),1 > T ); an active neuron will became re-

fractory always, and a refractory neuron will become qui-
escent with probability r2 (following [28], we have used
r2 = 0.3 throughout the text).

This work was partially supported by Grant No.
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and CONICET (Argentina)
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