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Study of Self-Absorption of Emission Magnesium
Lines in Laser-Induced Plasmas on Calcium
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Abstract—In this paper, we investigate the self-absorption of
Mg I–II emission lines on laser-induced breakdown spectroscopy
(LIBS) experiments. We produced the plasmas in air at at-
mospheric pressure by focusing a Nd:YAG laser onto a pellet
of finely powdered calcium hydroxide with a concentration of
625 ppm of Mg and recorded the intensity profiles of Mg lines at
different delay times after the laser pulse from plasmas generated
with different laser energies. We carried out the analysis of the
line profiles within the framework of a homogeneous plasma in
local thermodynamic equilibrium by a computer algorithm that
calculates the emission spectra and matches them to the experi-
mental measurements. It allowed evaluation and compensation of
self-absorption by using the spectroscopic information saved on
the optical thicknesses of the lines. After that, we performed the
characterization of the plasma and correlated the self-absorption
features with the different trends of the temperature, the electron
density, and the Nl parameters obtained. At the early times of
plasma evolution, we found that the fast expansion of the plume
was dominant and the self-absorption effects are difficult to in-
terpret within the current approach, supplying only qualitative
information. On the other hand, at later times, the results obtained
could be properly analyzed showing the practical usefulness of the
method to provide valuable information for both basic and applied
LIBS research.

Index Terms—Laser-induced breakdown spectroscopy (LIBS),
plasma characterization, self-absorption.

I. INTRODUCTION

LASER-INDUCED breakdown spectroscopy (LIBS) is a
promising technique based on the spectral analysis of the

radiation emitted by a laser-induced plasma (LIP) for deter-
mination of the elemental composition of liquids, gases, and
solids. LIBS has attractive advantages such as the capability of
rapid, in situ, and multielement measurement with a minimum
of sample preparation. Recently, it has experienced a growing
interest due to both emerging needs to carry out measurements
under conditions not feasible with other well-established tech-
niques and actual technology development in instrumentation
(lasers, spectrographs, and detectors). Nowadays, the challenge
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is to improve the analytical performance of LIBS in a wide
range of applications to integrate it to conventional analytical
techniques [1].

Generally, obtaining qualitative results with LIBS does not
present major problems. Nevertheless, carrying out a reliable
semiquantitative or a quantitative analysis is not straightforward
because the plasma spectral emission is determined not only by
the concentration of the analyte in the sample but also by the
properties of the plasma itself, which, in turn, depend on several
factors such as the characteristics of the excitation source,
the sample, and the surrounding atmosphere [2]. This fact
makes LIPs very complex sources of radiation where the main
difficulties that originated on applications in air at atmospheric
pressure come from time evolution, spatial inhomogeneity, self-
absorption, and matrix effects. In particular, the problem of
determining the degree of self-absorption of spectral lines has
been widely discussed in the literature [3]–[11]. Evaluation and
correction of self-absorption is essential to LIBS measurements
devoted to both basic and applied investigations since it consti-
tutes one of the largest obstacles toward an accurate quantitative
analysis as well as one of the main sources of systematic errors
in LIPs diagnostics. It causes a reduction of the observed line
intensities and additional broadening of the lines.

From an experimental point of view, the most common ap-
proach is the construction of calibration curves selecting those
lines not suffering from strong self-absorption at the conditions
of measurement [12]. However, the optically thin spectral lines
are usually weak and seldom detected. In addition, reference
samples may be unavailable in many practical situations, mak-
ing impossible to construct a calibration curve (e.g., unique,
complex, expensive, or unknown-matrix samples). An even
more difficult task to be accomplished is to compensate the
self-absorption suffered by the measured spectral lines to carry
out an accurate plasma characterization. A recent review by
Tognoni et al. [13] summarizes the current state of the art on
this topic related to applications of the CF-LIBS method and
emphasizes the necessity of further investigation. In this sce-
nario, plasma characterization by determining the temperature,
the electron density, and the atom/ion densities of the different
species present in the plume taking into account self-absorption
effects is of paramount importance to select suitable conditions
of measurement in analytical applications and to provide a
valuable feedback in plasma modeling.

The aim of this paper is to study the self-absorption of
Mg I–II emission lines during the temporal evolution of
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plasmas generated with different laser pulse energies on sam-
ples with a calcium hydroxide matrix. The self-absorption
features of the measured lines are correlated with the thermo-
dynamic parameters obtained from plasma characterization to
investigate some of the underlying physical processes in plasma
dynamics.

II. THEORETICAL: SPECTRAL LINE EMISSION FROM A

HOMOGENEOUS PLASMA IN LTE

We consider a cylinder-symmetrical homogeneous plasma
in local thermodynamic equilibrium (LTE). The emission
and absorption of radiation are described by an emission
coefficient ελ (J s−1 m−3 sr−1 nm−1) and an absorption
coefficient κ(λ) (m−1), respectively. The spectral intensity
Iλ (J s−1 m−2 sr−1 nm−1) emitted along the line of sight is
given by solution to the equation of radiation transfer [14]

Iλ = CUλ(T )
(
1 − e−τλ(T )

)
(1)

where C (a. u.) is a factor that unifies units and depends on the
instrumental setup, Uλ (W m−2 sr−1 nm−1) is the distribution
for blackbody radiation, and τλ (dimensionless) is the optical
thickness of the plasma, which can be can be expressed by [3]

τλ(T ) = κ(λ)l = κe(T )NlP (λ) (2)

where κe(T ) (m3) is a coefficient depending on the atomic
parameters of the transition and the plasma temperature T (K),
namely

κe(T ) =
λ4

8πcQ(T )
Ajigje

−Ei/kT
(
1 − eEi−Ej/kT

)
(3)

where λ0 (m) is the central wavelength of the line, Aji (s−1) is
the transition probability, gj (dimensionless) is the degeneracy
of the upper energy level, and Ei, Ej (eV) are the energy of
the levels; N (m−3) is the density of the emitting element in
the plasma, l (m) is the length of the plasma along the line
of sight, P (λ) (m−1) is the normalized line profile, in general
described by a Voigt function, and Q(T ) (dimensionless) is
the atomic partition function. The coefficient κe describes the
influence of the spectroscopic parameters of spectral lines on
the optical thickness; thus, it is useful to predict the relevance
of self-absorption for a given transition [3].

The optical thickness τλ of a given transition reaches a
maximum τ0 at the line center λ0. If self-absorption of radiation
within the plasma is negligible, τ0 � 1, and the plasma is said
to be optically thin. On the other hand, for the stronger lines,
which are generally the resonance, the radiation emitted has
a large probability of being absorbed, then τ0 � 1, and the
plasma is said to be optically thick.

As mentioned by Moon et al. in [9], a correction factor Rλ

(adim.), defined as

Rλ ≡ Ithin
λ

Ithick
λ

=
τλ

1 − e−τλ
(4)

can be calculated based on the optical thickness and subse-
quently applied to the experimental profiles to retrieve the

optically thin line profiles for the same number density of
emitters. Namely

Ithin
λ = RλIthick

λ . (5)

In order to quantify the effect of self-absorption on the
emission intensity of a given line, a SA coefficient can be
defined using the ratio of the measured peak intensity over its
value in the absence of self-absorption

SA ≡ 1 − Ithick(λ0)
Ithin(λ0)

= 1 − 1
R0

(6)

where R0 is the particular value of Rλ at the line peak (λ0).
Hence, SA = 0 if the line is optically thin and it increases up
to 1 as the line becomes self-absorbed.

Integrating both sides of (2) along the line profile

A ≡
∫

line

τλdλ = κe(T )Nl (7)

we obtain

Nl =
A

κe(T )
(8)

which is the product of the particle density (atoms/ions) (m−3)
and the optical length of the plasma (m) along the line of sight.
As already mentioned by Aguilera and Aragón in [7] and [8],
the parameter Nl is relevant to complete the description of the
plasma emission provided by the plasma temperature and the
electron density.

III. EXPERIMENT

A. Experimental Setup

The experimental setup is very similar to that used in a
previous work [15]. It is a LIBS system with good spectral
resolution, based on a monochromator equipped with a pho-
tomultiplier detector (PM), suitable for detailed line profile
measurements (Fig. 1). The plasmas were generated in air at
atmospheric pressure by focusing a Nd:YAG laser (Continuum
Surelite II, λ = 1064 nm, 7-ns pulse FWHM, pulse energy up
to 200 mJ, and repetition rate of 4 Hz), using a quartz lens
of 100-mm focal length, at right angles onto a pressed pellet
of finely powdered calcium hydroxide with a concentration of
625 ppm of Mg. In order to avoid the breakdown in air, the lens-
to-sample distance was lower than the focal length of the lens
in such a way that the waist of the focused beam was placed at
a position d below the sample surface by using a micrometer
translation stage. The pulse energy, which was measured with
a calorimeter, was varied by employing an optical attenuator.
The light emitted by the plasma was collected at right angles
to the laser beam direction and imaged on the entrance slit
(50-μm width) of a spectrograph (Czerny-Turner, resolution of
0.01 nm at λ = 300 nm, focal length of 1.5 m, and grating
of 2400 lines/mm) using a second quartz lens. The spectral
emission was detected with the PM spatially integrated along
the line of sight. All measurements were time resolved and
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Fig. 1. Experimental setup used for LIBS measurements.

TABLE I
SPECTROSCOPIC PARAMETERS OF NEUTRAL (I) AND SINGLE IONIZED

(II) ATOMIC LINES ANALYZED (DATA FROM NIST DATABASE)

averaged with a Box-Car employing suitable delay and gate
times with respect to the laser pulse. During the measurements,
the sample rotates slowly to avoid the formation of a deep
crater on the sample surface. The experimental spectral lines
were recorded by scanning the monochromator and recording
the signal with the PM, where each point of the emission
profile was obtained averaging for ten laser shots to improve
the signal-to-noise ratio (SNR). The shape of the plasma was
visualized during the experiment employing a lens to form a
magnified lateral image (1:5) of the plume on a screen. Finally,
the spectra were processed by a PC. The calculated incident
laser irradiance on the sample surface was in the range of
4.5–18 GW/cm2. It was estimated from the laser energies and
the areas of the craters originated by the laser pulses on the
sample surface by using a microscope equipped with an image
acquisition system (Reichert MeF2 Optical Microscope).

B. Measurements and Analysis

We selected for the analysis seven close lines of Mg I and
Mg II which are isolated and free from interference of other
elements or substrate, listed in Table I. We investigated self-

absorption of the Mg lines by measuring their experimental pro-
files with different delay times and different laser energies. We
obtained quantitative information by relating the experimental
results to the basic physics of the LIP emission, assuming
a homogeneous plasma in LTE. The second assumption is
generally valid in LIBS experiments because of the sufficiently
large electron densities achieved (∼ 1017 cm−3). A criterion
proposed by McWhirter [12] for LTE to hold in a plasma
is based on the existence of a critical electron density for
which the collisions with electrons dominate over the radiative
processes, namely, N0

e = 1.6 × 1012T 1/2(ΔE)3 cm−3, where
T (K) is the temperature and ΔE is the energy gap difference
between the transition levels. On the contrary, the first assump-
tion is difficult to be fulfilled in LIPs generated in air because
significant gradients of temperature exist. For this reason, we
maintained a fixed focusing position of approximately d =
4 mm during the experiment since we have found that, in our
experimental conditions, for such an optimal value of d, the
plasmas generated have a maximum spectral emission for Mg
and a more spherical shape than in other conditions, as already
described by Aguilera and Aragón [16]. In this way, the spatial
inhomogeneity is minimized. Even though we obtained “near-
homogeneous” plasmas with this laser focusing distance, the
assumption of a uniform distribution of the thermodynamic pa-
rameters within the plume is considered only as an approxima-
tion. We carried out the analysis of the line profiles employing
a computer algorithm that calculates the emission spectra in
the current approach and matches them to the experimental
measurements [17]. It is based on obtaining the wavelength-
dependent optical thicknesses (τλ) from which the features
of the different spectral lines are derived, as explained in the
following.

To calculate the line profiles, we considered that, in typ-
ical LIBS experimental conditions, the Stark effect and the
instrumental function are, respectively, the dominant broaden-
ing mechanisms that determine the Lorentzian and Gaussian
components of the Voigt profiles of the lines [18]. We took the
necessary broadening parameters at a given plasma temperature
from Griem’s database [19]. For the 50-μm-width entrance/exit
slits of the monochromator, the estimated instrumental width
was 0.0065 nm. Then, using the spectroscopic data of the
Mg lines available at the NIST Database [20] and varying
two independent parameters, namely, the maximum optical
thickness at the line center (τ0) and the Stark width (wStark)
within an estimated range of values (typically, τ0 = 0.1–10
and wStark = 0.01–0.20 nm in our experiment), a fitting least
squares iterative procedure calculated the optical thickness of
each line by convolution of the Lorentzian and Gauss func-
tions. Hence, we determined the theoretical profiles that best
reproduced the experimental lines. Next, we evaluated the SA
coefficients and performed the correction for self-absorption by
applying the correction factor (4) to the intensity line profiles.
In this way, a more accurate determination of the plasma
parameters can be achieved. In fact, once we analyzed all
experimental lines, we determined the electron density and
the temperature with the optically thin line intensities from
the Stark broadening and the Saha–Boltzmann plot methods,
respectively. Moreover, we obtained the parameters Nl (m−2)
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Fig. 2. Experimental intensity profiles of the lines (a) Mg I 285.21 nm and
(b) Mg II 280.27 nm measured at several delay times. Laser energy: 100 mJ.

using (7) and (8) together with the plasma temperature and
the factors κe(T ) previously calculated from (3). We executed
systematically the procedure for all the Mg lines of Table I
measured in different experimental conditions. Nevertheless, in
some cases, the weak nonresonance Mg lines were recorded
with a very low SNR, so they were not considered for the
fitting procedure due to the high uncertainty associated to the
calculated parameters.

IV. RESULTS

A. Self-Absorption: Temporal Evolution and Laser
Irradiance Effects

In order to obtain information about the physical LIP
conditions, we investigated the temporal evolution of self-
absorption as well as the effects of the laser energy on self-
absorption. We measured the spectral lines of Mg at different
times with a fixed pulse energy of E = 100 mJ. We varied the
delay time with respect to the laser pulse in the range of 1–10 μs
with a gate width of 1 μs. We also measured the lines with
different laser energies, in the range of 50–200 mJ varying in
steps of 25 mJ, with a fixed time window (delay: 7 μs, gate:
1 μs). As an example, Figs. 2 and 3 show the profiles of the
lines Mg I 285.21 nm and Mg II 280.27 nm recorded at several
delays from the laser pulse and from plasmas generated with
different laser pulse energies, respectively.

Fig. 3. Experimental intensity profiles of the lines (a) Mg I 285.21 nm and
(b) Mg II 280.27 nm measured from plasmas generated with different laser
energies. Delay: 7 μs, gate: 1 μs.

In order to calculate the self-absorption coefficients of the
Mg lines by using (6), we fitted the experimental profiles to
obtain their optical thicknesses. The SA coefficients are shown
in Fig. 4 as a function of the delay time. Different trends are
observed for atomic and ionic lines. The Mg I line 285.21 nm
becomes strongly self-absorbed for all the times analyzed
where self-absorption grows slightly, reaching a maximum
(SA ∼ 80%), and then, it decreases smoothly at the last times
of the interval. On the other hand, for Mg II resonance lines
279.55 and 280.27 nm, the trend of self-absorption shows
an abrupt increase during the first 3 μs (SA ∼ 20%−30% to
∼60%), and after that, a plateau is reached (SA ∼ 70%−90%).
Particularly, the degree of self-absorption of the line 279.55 nm
is larger than that of the line 280.27 nm. In addition, the
nonresonance Mg lines show also different behaviors. While
the trend of the Mg II lines 279.0 and 279.8 nm decreases
monotonically after suffering a significant self-absorption
during the first 3 μs (SA ∼ 70%−80%), a more complex
behavior appears for the Mg I lines 278.1 and 278.3 nm
characterized by a moderate peak of absorption (SA ∼ 50%)
for intermediate delays of 3–4 μs.

We report in Fig. 5 the SA coefficients calculated for the
Mg lines versus the laser irradiances. We see that the Mg I–II
resonance lines are strongly self-absorbed for all the irradiances
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Fig. 4. Temporal evolution of self-absorption coefficients of (a) resonance and
(b) nonresonance Mg I–II lines. Laser energy: 100 mJ.

investigated (SA ∼ 70%–85%). We observed a slight increment
at medium and high irradiances, where the Mg II line 279.55 nm
is more absorbed than the Mg II line 280.27 nm. In addition,
the Mg I line 285.21 nm is less affected by self-absorption
than the Mg II lines for the same irradiances. In turn, the
trend of nonresonance atomic and ionic lines of Mg shows an
increment of self-absorption (SA ∼ 5%−30% to 70%), mainly
appreciable for Mg I lines.

B. Line Parameters and Plasma Characterization

We interpreted the results exposed in the previous section
based on the characterization of the plasmas. We calculated
the emission intensities and Stark widths of Mg lines, as well
as the temperature, the electron density, and the Nl para-
meters of the plasma from the fittings of the experimental
spectra acquired. We calculated the plasma temperature us-
ing the Saha–Boltzmann plot method with the line intensities
corrected for self-absorption. We derived the electron den-
sity from the observed Stark broadenings of the resonance
Mg lines according to the approximated formula wStark =
2w (Ne/1016), where wStark is the experimental line width and
w is the electron-impact (half) width parameter tabulated by
Griem [18]. We obtained the Nl parameters for atoms and ions
from the optical thicknesses of the corresponding resonance
spectral lines.

Fig. 5. Self-absorption coefficients of (a) resonance and (b) nonresonance
Mg I–II lines for different laser irradiances. Delay: 7 μs, gate: 1 μs.

Temporal Evolution: We reported in Fig. 6 the trend of the
integrated line intensities as a function of the delay time. The
emission of both Mg I and Mg II lines declines quickly during
the first 5 μs. In addition, we observed the same behavior for the
Stark widths, which show an exponential decrease with time
(Fig. 7). The Mg II lines 279.55 and 280.27 nm, belonging
to the same multiplet, have approximately equal Stark widths,
which are larger than that of the Mg I line 285.21 nm mainly in
the first 5 μs [Fig. 7(a)]. The resonance lines are broadened in a
larger extent than the nonresonance lines and present a more
pronounced relative variation. On the other hand, the Stark
widths of the nonresonance lines of Mg I–II are smaller and
exhibit a lower relative variation [Fig. 7(b)]. Thus, we employed
only the resonance lines for the calculus of the electron density
and the parameters Nl.

We show in Fig. 8 the calculated plasma temperatures,
electron densities, and parameters Nl as a function of the
delay time. The temperature and electron density of the plasma
show exponential decays as time progresses. The figure also
shows the calculated minimum electron number density values
(N0

e ∼ 1 × 1016 cm−3) necessary to satisfy LTE conditions
according to the McWhirter criterion. Even though the criterion
is satisfied for all the times analyzed suggesting that LTE may
exist, it is not sufficient to assure LTE conditions. The plot of
the parameters Nl for Mg I and Mg II shows a step decreasing
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Fig. 6. Temporal evolution of the total intensities of Mg I–II lines. Laser
energy: 100 mJ. The relative errors are on the order of 5%.

trend during the first 4 μs, where NlMg I is significantly larger
than NlMg II. At the later times of the interval analyzed, they
are of the same order and remain approximately constant.

Effects of the Laser Irradiance: In Fig. 9, it is shown that
the line intensities of Mg I–II lines increase monotonically with
the laser irradiance. The trend of the Stark widths is shown in
Fig. 10. We observed that the broadenings of the resonance lines
rise exponentially with the irradiance. In turn, the nonresonance
lines have smaller broadenings which result to approximately
constant values for the range of irradiances studied. Conse-
quently, we used the Stark widths of the resonance lines for

Fig. 7. Temporal evolution of Stark widths of (a) resonance and (b) nonreso-
nance Mg I–II lines. Laser energy: 100 mJ. The estimated relative errors are on
the order of 10%.

the calculus of the electron density. The broadening of the Mg I
line 285.21 nm is larger than that of the Mg II lines 279.55 and
280.27 nm, which have approximately the same Stark width
since they belong to the same multiplet, except for the higher
energies where the broadenings of the three resonance lines are
comparable.

The calculated values of the plasma temperature, electron
density, and Nl parameters are shown in Fig. 11, where an
increasing trend is observed with respect to the laser irradiance.
In the case of the temperature, we observe a linear growth,
while the electron density exhibits a modest exponential incre-
ment. The calculated minimum electron number density values
(N0

e ∼ 1 × 1016 cm−3) necessary to satisfy LTE conditions
according to the McWhirter criterion are shown. As in the
previous case, the criterion is satisfied for all the range of
irradiances, suggesting that LTE may exist. In addition, a strong
increment of the Nl parameters occurs with the irradiance,
showing that NlMg II is larger than NlMg I.

V. DISCUSSION

In order to gain a better insight into some of the
physical processes occurring in the LIP, we correlated the self-
absorption effects with the different trends of the thermody-
namic parameters of the plasma (i.e., temperature, electron
density, and Nl parameters) with the acquisition delay time
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Fig. 8. Temporal evolution of (a) temperature, (b) electron density, and
(c) Nl parameters of Mg I–II lines. Laser energy: 100 mJ. The dashed line
indicates the minimum electron number density for the plasma to be in LTE at
different delay times. The error in the calculus of the electron density was of
5%–10%, estimated from the propagation of the errors in the measurement of
the Stark width and from Stark parameters. The estimated relative errors in Nl
parameters are on the order of 20%.

after the laser pulse and with the laser irradiance employed to
generate the plasmas. Before starting the discussion, it is worth
stressing that the results have been calculated from the spectra
obtained via integration of the measured emission intensity
along the line of sight under the assumption of plasma homo-
geneity. Since this method is adopted in the majority of practical
LIBS experiments described in the literature, the analysis drawn

Fig. 9. Total line intensities of Mg I–II lines for different laser irradiances.
Delay: 7 μs, gate: 1 μs. The relative errors are on the order of 5%.

is believed to be analytically useful. The real, and also more
complex, plasma features may be further investigated using
more realistic plasma models, such as those reported in [21]
and the references therein.

From (2), it can be deduced that the optical thickness of
spectral lines, which governs self-absorption [see (4) and (6)],
is determined by the product κe(T )N , which gives the popu-
lation density of the lower energy level of the transition, the
plasma length l along the line of sight, and the normalized
line profile P (λ). The optical thickness reaches its maximum
value τ0 at the line center and decreases toward the line
wings. Thus, considering the simple assumption that the line is
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Fig. 10. Stark widths of (a) resonance and (b) nonresonance Mg I–II lines for
different laser irradiances. Delay: 7 μs, gate: 1 μs. The estimated relative errors
are on the order of 10%.

broadened only by the Stark effect and it has a Lorentzian
profile, we have

τ0 ∝ κe(T )Nl

Ne
. (9)

From this expression, we see that the variation of self-
absorption depends on the temperature, the density of species
(atoms, ions, and electrons), and the size of the emitting plasma.
In addition, several mechanisms take place simultaneously
during the dynamic behavior of the plasma, as listed in the
following.

1) As a consequence of changes of plasma temperature,
the equilibrium between atoms and ions determined by
the electronic density is modified according to the Saha
equation [22]. A rise of temperature originates a higher
ionization of the plasma. Such a growth of the electron
density causes a larger broadening of the line profile,
which spreads out toward the line wings at the expense of
the center; thus, τ0 decreases, as well as self-absorption.
Conversely, a drop of the plasma temperature brings to
lower electron density, and self-absorption decreases.

2) A growth of the population density of the lower energy
level of transitions implies a higher probability of a
photon to be reabsorbed within the plasma; therefore,
self-absorption increases, and vice versa.

Fig. 11. (a) Temperature, (b) electron density, and (c) Nl parameters of
Mg I–II lines for different laser irradiances. Delay: 7 μs, gate: 1 μs. The dashed
line indicates the minimum electron number density for the plasma to be in LTE
at different laser irradiance. The error in the calculus of the electron density
was of 5%–10%. The estimated relative errors in Nl parameters are on the
order of 20%.

3) Assuming that the total density of emitters is constant
(in our case, Ntot = NMg I + NMg II), self-absorption
is affected by the growth of the plasma volume. As
mentioned by Bredice et al. in [6], it increases due to
the increment of the optical path and decreases due to
the diminution of the species density, resulting in a net
reduction of self-absorption.
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We applied the aforementioned considerations to the results
reported in Figs. 4 and 5 in order to interpret the experi-
mentally found self-absorption features of Mg I–II lines. As
the plasma evolves with time, the temperature and electron
density decrease due to the processes of expansion, cooling, and
recombination [Fig. 8(a) and (b)], leading to a drop of emission
intensities and to lower Stark broadenings of the lines (Figs. 6
and 7). During the early times of plasma evolution, the behavior
of the SA coefficients is difficult to interpret due to the joint
action of all the mechanisms aforementioned. Nevertheless, the
larger values of the parameters Nl obtained at delay times
< 3 μs [Fig. 8(c)] seem to indicate that the prevailing process is
the fast expansion of the plume, which is more evident for Mg I
because of a larger expansion of the peripheral region, popu-
lated mainly by neutrals. In those conditions, self-absorption of
both resonance atomic and ionic Mg lines decreased. Moreover,
the high electronic density existing in the nucleus at initial times
in LIPs causes a further reduction of self-absorption of the Mg
II lines 279.55 and 280.27 nm with respect to the Mg I line
285.21 nm. At longer times, the plasma expansion slows down,
being Nl ≈ const, and the effects of the population of the lower
energy levels of the transitions are dominant.

In Fig. 12, we show the coefficients κe of Mg I–II lines
as a function of the temperature of the plasma, which varies
from about 1.8 to 0.8 eV. It can be seen that for the resonance
lines, the populations of the lower energy levels grow as the
temperature decreases, being more appreciable for the Mg I line
285.21 nm. In this way, self-absorption of those lines grows
with time [Fig. 4(a)], as generally expected for transitions
involving the fundamental state. The populations of the lower
energy levels of the nonresonance lines are considerably lower.
The populations of the Mg II lines 279.08 and 279.80 nm
decrease as the temperature declines, originating a low self-
absorption [Fig. 4(b)]. On the other hand, the Mg I lines
278.14 and 278.30 nm exhibit a distinctive behavior where self-
absorption is low at early times. Then, it grows slightly to reach
a maximum of about 50% at a delay of about 3 μs, and finally, it
decreases again [Fig. 4(b)]. Comparing Figs. 4(b) and 8(a), the
maximum self-absorption occurs for a plasma temperature of
about 1 eV, which agrees with the value predicted from κe(T )
in Fig. 12(b).

When the pulse energy of the laser is increased maintaining
the focusing distance, the irradiance over the sample surface
grows and originates a plume with a larger size. At the time of
analysis (7 μs), the initial expansion of the plasma is finished,
and an increment of the temperature takes place, proportionally
to the laser irradiance, accompanied with a moderate growth
of the electron density [Fig. 11(a) and (b)]. In consequence,
a higher emission intensity of both Mg I and Mg II lines is
observed (Fig. 9), together with an exponential increment of
the Stark widths of the resonance lines, while those of the
nonresonance lines remain approximately constant (Fig. 10).
Moreover, an increasing trend of the Nl parameters, with
NlMg II > NlMg I, is observed due to a high density of Mg
emitters present in the plasma that can be attributed to an
increased ablation rate of the target [Fig. 11(c)]. It is known
that when the laser irradiance over the sample surface exceeds
a certain value, the plasma starts to act like a shield, and

Fig. 12. Coefficients κe(T ) of (3) calculated for the temperatures of the
plasma obtained at different delay times. (a) Resonance and (b) nonresonance
Mg I–II lines.

its intensity of emission decreases significantly [7], [8]. The
threshold irradiance for the shielding effect was estimated to be
≈ 20 GW/cm2 based on the observation of the plasma shape
which, in that case, exhibited a small central core elongated
in the direction of laser incidence with a ring around it near
the sample surface [17]. In our experiment, the laser irradiance
(4.5–18 GW/cm2) was close to that limit but never surpassed it
to make the shielding effect appreciable.

In Fig. 13, we show the dependence with the temperature of
the calculated values of κe of the Mg lines considered in the
range of 0.8–1.1 eV, which corresponds to the increase of the
laser irradiance. It is observed that the population of the lower
energy level of the Mg I resonance line is larger than those
of Mg II resonance lines, except for the highest temperatures,
and it declines as the plasma temperature grows. In turn, the
population of the lower energy levels of Mg II resonance lines
is constant, being for the line 279.55 nm twice that of the Mg II
line 280.27 nm [Fig. 13(a)]. On the other hand, the population
of the nonresonance lines rises with the laser irradiance and the
temperature, mainly for Mg II [Fig. 13(b)]. In those conditions,
self-absorption of resonance and nonresonance lines of Mg I–II
increases due to the higher densities of species in the plasma
for the higher irradiance and plasma temperature (Fig. 5). In
the case of resonance lines, a plateau is reached for energy
values greater than 125 mJ, where the Mg I line 285.21 nm is
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Fig. 13. Coefficients κe(T ) of (3) calculated for the temperatures of the
plasma obtained for different laser irradiances. (a) Resonance and (b) nonreso-
nance Mg I–II lines.

less self-absorbed than the Mg II lines. Additionally, the Mg II
line 279.55 nm becomes more self-absorbed than the Mg II line
280.27 nm. This result can be explained by the slight growth
of the electron density with the irradiance [Fig. 11(b)], which
tends to decrease the self-absorption of the lines, mainly for
the Mg I line 285.21 nm, which is more sensitive to the Stark
broadening since it has a larger electron-impact coefficient.

For the analysis of the line profiles, the gradient effects of
temperature and species densities on the line profiles were
neglected. Nevertheless, the plasma has some degree of in-
homogeneity. The plasma parameters and the optical thick-
nesses calculated are, in fact, apparent values corresponding
to population averaged local values [23]. Nevertheless, a two-
region picture of the LIP was considered at the initial times
of plasma evolution in order to describe the results obtained
because during this stage of plasma dynamics, a fast expansion
of the plume takes place, and significant gradients exist in the
spatial distributions of the plasma parameters. In this case, the
inhomogeneity has an important effect in the line profiles of the
more intense spectral lines.

VI. CONCLUSION

In this paper, we have studied the self-absorption of Mg
I–II lines measured at different delay times after the laser

pulse from plasmas generated with different laser irradiances
on samples with a calcium hydroxide matrix. To this aim, we
have simulated the emission spectra in the framework of a
homogeneous plasma in LTE and matched them to the exper-
imental line profiles. The fitting procedure does not require a
previous estimation of plasma parameters or construction of
curves of growth, so it could be easily implemented. Self-
absorption of the different lines was evaluated and compensated
by calculating their optical thicknesses. Thus, a more reliable
determination of the temperature, the electron density, and
the Nl parameters was carried out from the optically thin
lines retrieved. Then, the self-absorption coefficients calculated
were correlated with the different trends of the thermodynamic
parameters of the plasma. In fact, we deduced that the variation
of self-absorption of spectral lines emitted by a LIP depends,
through the optical thickness, on the joint effects of the plasma
temperature, the density of species, and the plasma length along
the line of sight.

We focused the laser at an optimum distance below the
sample surface for which the irradiance over the sample surface
is close to the threshold for the shielding effect, but it never
surpassed it. On those conditions, the plasmas emitted intense
lines and had a spherical shape where the spatial inhomogeneity
was minimized. We considered two different stages related to
plasma dynamics to interpret the results obtained. At the early
times of plasma evolution (delay times shorter than 4 μs),
we observed step variations of the temperature, the electron
density, and the Nl parameters, suggesting that larger gradients
exist in the spatial distributions of the plasma parameters due
to the fast expansion of the plume. Thus, we considered a
two-region picture of the LIP where a larger expansion of
the peripheral region with respect to the core occurs. During
the phase of expansion of the plasma, the emission intensity
declines abruptly, as well as the temperature and the electron
density. The trends of self-absorption for the different lines
are difficult to interpret at this stage. At the later times of
plasma evolution when it has suffered most of its expansion and
cooling, we observed lower gradients of the thermodynamic
parameters, from which we inferred that the external region
does not have a significant contribution to the total emission.
In this case, we considered the results as representative of a
“near-uniform” plasma. The emission intensity and the plasma
parameters remained approximately constant. We observed that
an increment of the laser irradiance originates plasmas with
larger sizes. Moreover, a rise of the emission intensity occurs
as a consequence of a higher temperature and a larger density
of atoms and ions, but only a slight increment of the electron
density is produced. At this stage of the plasma evolution,
the prevailing mechanism of self-absorption is the variation of
population of the lower energy levels of the transitions. Hence,
the features of the different lines can be predicted by calculating
the κe(T ) coefficients for a suitable range of temperatures (e.g.,
0.5–2 eV).

The values obtained for the plasma parameters and the opti-
cal thicknesses are apparent values corresponding to population
averaged local values. A more realistic model of the LIP would
be useful to investigate in detail the distribution of the plasma
parameters, mainly during the initial expansion of the plume.
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Nevertheless, a good understanding of some of the physical
underlying mechanisms was achieved by studying the self-
absorption features of spectral lines measured at different ex-
perimental conditions. It was shown that the optical thicknesses
of emission spectral lines save valuable spectroscopic infor-
mation that can be used in the diagnostic methods commonly
employed in LIBS experiments.
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