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We have investigated the relationship between the domain structure and the magnetic interactions

in a series of FePt ferromagnetic thin films of varying thickness. As-made films grow in the

magnetically soft and chemically disordered A1 phase that may have two distinct domain

structures. Above a critical thickness dcr � 30 nm the presence of an out of plane anisotropy

induces the formation of stripes, while for d< dcr planar domains occur. Magnetic interactions

have been characterized using the well known DC demagnetization - isothermal remanent

magnetization remanence protocols, dM plots, and magnetic viscosity measurements. We have

observed a strong correlation between the domain configuration and the sign of the magnetic

interactions. Planar domains are associated with positive exchange-like interactions, while stripe

domains have a strong negative dipolar-like contribution. In this last case we have found a close

correlation between the interaction parameter and the surface dipolar energy of the stripe domain

structure. Using time dependent magnetic viscosity measurements, we have also estimated an

average activation volume for magnetic reversal, hVaci � 1:37� 104 nm3, which is approximately

independent of the film thickness or the stripe period. VC 2014 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4866685]

I. INTRODUCTION

Ferromagnetic thin films exhibiting a magnetic domain

structure in the form of thin parallel stripes have been the

subject of intense research in the last few decades, both

experimentally1–6 and theoretically.7–11 This kind of struc-

ture is observed in films that present an out of plane anisot-

ropy component (due to stress, crystalline texture,

interfacial, or other effects) and in a simplified picture it can

be described as a periodic pattern of parallel in-plane magne-

tized regions in which the magnetization has a relatively

small component that points alternatively in the two direc-

tions that are normal to the film plane. A stripe (or bubble)

pattern is generally observed for all film thicknesses when

the perpendicular anisotropy energy constant, K?, is larger

than the demagnetizing shape energy, 2pM2
s , (Ms is the satu-

ration magnetization) but can also be found below a critical

thickness dcr when Q ¼ K?=2pM2
s is smaller than one. The

transition from planar to stripe domains at d¼ dcr, is due to

the minimization of the total magnetic energy which can

include the contribution of anisotropy, demagnetizing, do-

main wall and Zeeman (for H 6¼ 0) terms. The critical thick-

ness depends on the material properties such as the effective

anisotropy, the saturation magnetization and the exchange

stiffness constant, and also on the external field. There are

several models for the calculation of dcr, see for example

Refs. 9–11, that predict larger values of dcr in materials with

a large saturation magnetization, a large exchange, or a small

anisotropy. The value of the critical thickness is in the range

of 20–30 nm for Co,2 partially ordered FePd,3 or disordered

FePt films,5,12–17 and can take larger values (of the order of

200 nm) in films with lower anisotropy such as permalloy.18

Films with stripe domains have characteristic M vs. H in-

plane loops in which the following features are often

observed:5,8 (i) the low field part of the curve increases

almost linearly from remanence until the saturation field is

reached. This in-plane saturation field was shown to increase

with film thickness following approximately the relationship

Hsatk ¼ Hsat? 1� dcr= d
ffiffiffiffiffiffiffiffiffiffiffiffi
1þ Q
p� �� �

, with Hsat? ¼ 2K?=Ms.

(ii) Due to the formation of the stripe structure the in-plane

coercivity increases abruptly and the remanence decreases

considerably above dcr. (iii) For d� dcr rotatable anisotropy,

i.e., the alignment of the stripe structure at remanence in the

direction of a previously applied field, is observed. The mag-

nitude of this anisotropy also increases with film thickness

and is usually characterized by a field Hrot. (iv) The period of

the stripe structure increases approximately as the square

root of the film thickness, ks /
ffiffiffi
d
p

.

The study of the magnetic interactions present in films

in which a crossover from a planar to a striped magnetic do-

main structure is observed can then give a deeper insight to

understand this behavior. Both Henkel plots19 and delta–M
(dM) curves,20,21 together with the magnetic viscosity, S,22,23

can be used to estimate the sign of the magnetic interactions

and the magnetic reversal volumes in the samples. Magnetic

interactions have been widely studied in small particles,24

thin continuous films,24 granular systems,25 and nanostruc-

tured films26 using magnetic remanence measurements.
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The dM curve is defined as the difference between two

remanence curves

dM ¼ 2Mr � 1�Md; (1)

where the Mr curve (also known as the isothermal remanent

magnetization, IRM) is obtained by starting from a state of

zero remanence, erased following a well defined protocol,

and then measuring the magnetization at zero field after

applying fields of increasing magnitude. The Md (or dc

demagnetization, DCD) curve is obtained by saturating the

sample in a negative field and then repeating the same proce-

dure as for the Mr curves. These two curves are usually nor-

malized to the remanence saturation value (MR) and labeled

as mr and md. In the case of a noninteracting system,

Wohlfarth predicted23 that the two remanence curves should

be identical and hence dM¼ 0. If dM 6¼ 0 the effects of mag-

netic interactions can been accounted for using a phenome-

nological model24 for the effective interaction field, hint, that

takes into consideration dipolar-like (demagnetizing) and

exchange-like (magnetizing) interactions. In this model

hint ¼ amþ bð1� m2Þ, which means that the interaction

field has a linear dependence with m (which can be both mr

or md) with a slope of magnitude a. This parameter can be ei-

ther positive or negative depending on the dominant type of

interaction, exchange-like or dipolar-like, respectively. The

term with the parameter b accounts for first order interaction

field fluctuations from the mean field. A numerical method

to calculate a and b is described in Ref. 24, but they can be

more easily obtained from the experimental data following

the procedure of Ref. 27

a ¼
ð1

0

dM dh; b ¼ a=ð3m0
r � 1Þ: (2)

In the above expression h is the applied field normalized to

the remanent coercivity Hrem
C (defined as the reverse negative

field that, after saturation in the positive direction, produces

a zero magnetization at zero field) and m0
r is the remanent

magnetization at the point where dM curves cross zero.

In order to get a deeper insight in the magnetic behavior,

remanence measurements are often complemented with

magnetic relaxation experiments. When a sample is magne-

tized in a negative saturating field and after that a positive

field is applied, the magnitude of M often varies linearly

with the logarithm of time t. Changes in M are due to ther-

mally assisted processes that provide the necessary energy to

overcome the barrier energy of magnitude E. The proportion-

ality parameter is the magnetic viscosity S and the relation-

ship is often written as:28

Mðt;HÞ ¼ Mðt0;HÞ þ SðHÞlnðt=t0Þ; (3)

with t0 the initial time and M(t0, H) the initial value of M at

t¼ t0 for a given H. The viscosity S can be shown to depend

on temperature, T, saturation magnetization, Ms, and the dis-

tribution of activation energies, f(E), in the following way:29

S ¼ 2MskBTf ðEÞ: (4)

The magnetic viscosity depends also on the forward applied

field, through the dependence of f(E) on H, and is generally

maximum for an applied field HS which is close to the mac-

roscopic coercive field HC. Viscosity and remanence meas-

urements can be related using the field derivative of the

DCD curve, known as the irreversible susceptibility30

virr ¼
@Md

@H
¼ �2Msf ðEÞ

dE

dH

� �
: (5)

The variation of the activation energy with the magnetic field

can be related to the so called activation volume,

j dE
dH j ¼ cVacMs, where c is a constant of the order of unity

and its value depends on the kind of system that is under

consideration. Simple calculations30 for monodomain par-

ticles or strong domain-wall pinning give c¼ 1, while for

weak domain-wall pinning c¼ 2. If demagnetizing effects

are considered,31 c¼ 4 for strong pinning and c� 2 for weak

pinning. Using Eqs. (4) and (5) the activation volume can be

written as

Vac ¼
kBTvirr

cMsS
: (6)

In the case of thin films in which the magnetization changes

by a process of domain wall motion, the activation volume

can be interpreted as the volume swept by a single jump

between pinning centers. This volume is usually related with

the fluctuation field, Hf, defined as:31

Hf ¼
S

virr

¼ � kBT

dE=dH
¼ kBT

cMs

1

Vac
: (7)

Magnetic interactions in FePt have been investigated in

different systems, including continuous films,32,33 annealed

multilayers,34 exchange-coupled bilayers,35 granular

films,36,37 and nanoparticles,38 all in the atomically ordered

L10 phase. Negative interparticle interactions were reported

in the cases of films, annealed multilayers and nanoparticles,

when the external field was applied parallel to the in-plane

direction (these films show in-plane anisotropy). On the

other hand, continuous films exhibiting out of plane anisot-

ropy33,36 present positive dM curves when remanence curves

are measured perpendicular to the film plane. Magnetic

relaxation has been reported in the case of exchange-coupled

Fe/FePt bilayers,35 annealed Fe/Pt multilayers,34 and poly-

crystalline thin films33 all of them in the hard magnetic

phase. For a single layer of 10 nm of FePt with an average

grain size of � 20 nm, the authors in Ref. 35 reported

Vac� 12 500 nm3. In the second case the authors estimated

Vac � 1200 nm3 for a multilayer with a total thickness of

15 nm. In the last case an activation volume Vac � 400 nm3

was estimated for a film 5 nm thick with a crystalline grain

size of 10 nm. This last sample presented a maze structure of

magnetic domains at remanence, consisting of irregular elon-

gated regions magnetized perpendicular to the film plane

with a length of several micrometers and a width of

100-150 nm. Assuming spherical reversal volumes, the cor-

responding “activation diameters” are dac¼ 29, 13, and
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9 nm, respectively. Note that if the activation volume is di-

vided by the film thickness, and cylindrical domains are

assumed, the resulting “activation length” is in the range of

40 nm for the first sample and 9 nm in the last two systems.

As far as we know, magnetic interactions and time de-

pendent effects in FePt films in the A1 disordered phase

have not been yet characterized. The possibility to tune the

domain structure by varying the film thickness can be used

to study how these effects are affected by the way in which

the magnetic domains order. In the following sections we

present a detailed experimental study in a series of as-made

FePt thin films of different thicknesses in which the magnetic

interactions have been investigated by means of DCD-IRM,

delta- M plots and magnetic viscosity measurements.

II. EXPERIMENTAL DETAILS

FePt films have been fabricated by dc magnetron sput-

tering on naturally oxidized Si (100) substrates. A detailed

description of the preparation and the structural characteriza-

tion can be found in Ref. 5. The samples were deposited

from an FePt alloy target with a nominal atomic composition

of 50/50. We sputtered eight films with thicknesses of 9, 19,

28, 35, 42, 49, 56, and 94 nm. The samples were studied

using X-Ray diffraction, transmission electron microscopy

(TEM) and energy-dispersive X-Ray spectroscopy (EDS)

techniques. The X-ray diffractograms showed that the sam-

ples grow in the fcc A1 crystalline phase, without traces of

the ordered L10 structure. A [111] texture normal to the film

plane was observed and comparison with stress released

films revealed that as-made samples were also subjected to

an in-plane compressive stress. An average crystallite grain

diameter of 4 nm was obtained from TEM micrographs. The

photoemission spectra indicated that the Fe/Pt atomic ratio

of the films was approximately 45/55. Stress effects are the

main contribution to an effective magnetic anisotropy per-

pendicular to the film plane of magnitude

K? ¼ 1:5ð4Þ � 106 erg=cm3, which gives rise to a magnetic

domain structure in the form of stripes for d> dcr � 30 nm.

As we have already shown in Ref. 5 using magnetic force

microscopy (MFM) techniques, the half period of the stripe

pattern scales with the square root of the film thickness start-

ing at k/2 � 45 nm for d¼ 35 nm and reaching k/2 � 75 nm

for d¼ 94 nm. For d< dcr an in-plane planar domain struc-

ture is observed. In both domain regimes a strong correlation

between the domain configuration and the shape of the hys-

teresis loops was found.

The DCD, IRM and viscosity data were measured using

a LakeShore model 7300 VSM, capable of a maximum

field of 10 000 Oe. For the DCD measurements we used

the following sequence of applied fields ð�Hsat;DH; 0Þ;
ð�Hsat; 2DH; 0Þ; …ð�Hsat; nDH; 0Þ; … In this case a nega-

tive saturation field �Hsat is applied before each data point is

acquired at H¼ 0 after applying a field H¼ nDH. In most

cases we set Hsat¼ 5000 Oe and DH� 10 Oe, depending on

the coercivity of the sample. A waiting time of 5 s was used

before measuring the remanent magnetization. There is an

alternative field sequence for performing DCD experie-

ments39 �Hsat; ðDH; 0Þ; ð2DH; 0Þ; … in which the saturation

field is applied only at the beginning of the experiment. In

principle, this method should be less sensitive to the waiting

time and the field step DH, and differences between the DCD

and IRM curves due to viscosity effects are minimized. In our

case we did not observe significant differences between both

DCD sequences and decided to use the first method.

The IRM curve is obtained by starting from a demagne-

tized state and measuring the magnetization at zero field fol-

lowing the sequence ðDH; 0Þ; ð2DH; 0Þ; … The ideal

demagnetized remanent state is the one obtained by heating

the sample above the Curie temperature, TC, and then cool-

ing in zero field. Because of the appearance of irreversible

effects in the magnetic response,16 our films can not be

heated to TC � 500 K, so we adopted two different protocols

to demagnetize the samples. The “linear” demagnetization

routine is the usual procedure in which the sample is satu-

rated in one direction and a sequence of decreasing fields is

applied in both senses, until zero field is reached. Films can

be also demagnetized in a slowly decreasing field (from satu-

ration to zero) while they are quickly rotated around an axis

perpendicular to the magnetic field. The “rotating” demag-

netization routine usually gives a remanent state that is more

disordered and isotropic in the film plane than in the linear

case, resembling the state that can be obtained by cooling the

sample from above TC.

In the case of magnetic relaxation measurements films

were saturated in a negative field of 5000 Oe, a positive field

was then applied and kept constant during the whole experi-

ment while the magnetization was measured in intervals of

10 s during approximately 30 min. We calculated the viscosity

from the linear fit of the time variation of M (Eq. (3)). The

same routine was repeated for several fields in the vicinity of

HC from which the magnetic viscosity S(H) is obtained.

III. EXPERIMENTAL RESULTS AND DISCUSSION

A. IRM and DCD measurements

In all films, we have measured the IRM curves using the

two demagnetizing sequences mentioned in the previous sec-

tion. For films with d� 19 nm additional care must be taken

in order to reach a truly demagnetized state, because the

magnetization switching at H¼HC occurs in a very narrow

field range of only a few Oe. The differences between

“rotating” and “linear” demagnetizing routines are more pro-

nounced in thicker films. In Fig. 1(a) we show the upper right

quadrant of the hysteresis loop for the film with d¼ 94 nm,

together with the virgin curve obtained after demagnetizing

the film using the rotating routine. It can be observed that

there is a field region in which the virgin curve is not within

the hysteresis loop. This effect is almost absent when the

sample is demagnetized using the linear sequence and to

explain it one must consider that the remanent state obtained

when the sample is demagnetized using the rotating routine

consists of an array of randomly oriented stripes.5 On the

other hand, in the case of the linear protocol almost all

stripes are already aligned at remanence in the direction of

the demagnetizing field. When the sample is saturated, rota-

tional anisotropy imposes an easy magnetization axis along

the field direction and the stripes are always aligned in that
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direction. Taking into account these effects one can under-

stand why in the linear case the virgin curve stays inside the

loop, while after the rotating cycle larger fields are needed to

reach the same magnetization value because part of the field

energy is used in aligning the stripes in the direction of the

applied field.

The same differences are observed in the IRM curves, as

can be seen in Fig. 1(b). In this case starting from an initially

more disordered and isotropic state (rotating routine), makes

more difficult the magnetization of the sample in the direc-

tion of the applied field. Note that the magnetization process

occurs in several steps. In the low field region, a relatively

fast initial increase of mr (from mr¼ 0 to mr � 0.10) occurs

for fields H � HC � 125 Oe, for d¼ 94 nm. We associate

these changes to domain wall movement in the small fraction

of regions which were already aligned in the direction of the

applied field. Then mr stays relatively constant until H
� 500 Oe, which is more or less coincident with a kink in the

virgin magnetization curve or the beginning of the reversible

part of the M–H loop. These features were assigned in Ref. 5

to the rotational anisotropy field Hrot, the field necessary to

rotate the in-plane easy axis of the stripes in the direction of

the applied field. Once the stripes are aligned they can be

more easily moved by the mechanism of domain wall dis-

placement and a very large increase in mr (from mr¼ 0.15 to

mr¼ 0.75) occurs in the range H¼ 500–650 Oe. Comparison

with the hysteresis loop suggests that for H> 650 Oe and

until H� 1400 Oe irreversible changes in mr are probably

due to the rotation of regions that are magnetized perpendic-

ular to the film plane. The linearly demagnetized IRM curve

shows similar characteristics, but the irreversible changes at

low fields (H � HC) are considerably larger, with mr reach-

ing almost 50% of the saturation value. Above this field a

rapid increase and then a more gradual approach to satura-

tion is observed, with the same overall behavior already

described for the rotating routine. In the rest of the films

there are still differences between both demagnetizing proto-

cols, but they tend to disappear as the films become thinner.

For d� 35 nm both IRM curves are almost identical.

In Fig. 2 we show the normalized DCD and IRM (start-

ing from a rotating demagnetizing cycle) curves for all films.

We have plotted md and 2mr � 1 in order to compare both

measurements. The most significant feature that can be

observed is that for d� 35 nm the IRM is above the DCD

curve and the relationship is inverted for d� 42 nm. As can

be deduced from Eq. (1) this implies a change in sign in the

dM curve that is indicating a change in the dominant mag-

netic interactions. The fact that 2mr �1>md in the case of

thinner films is telling us that in these samples the saturated

state can be reached more easily, i.e., the magnetic interac-

tions favor a magnetized state. In thicker films the IRM is

always below the DCD curve, which reflects that dipolar-

like interactions are dominant in these samples.

From the field where md and 2mr � 1 curves cross zero

we can extract the remanent coercivity Hrem
C and the IRM

half reversal field, HIRM, respectively. We will show later

FIG. 1. (a) Upper right quadrant of the normalized hysteresis loop for

d¼ 94 nm. The virgin curve was obtained after demagnetizing the film with

the “rotating” routine. Note that there is a range of fields in which the virgin

curve stays outside of the hysteresis loop. (b) Normalized IRM curves

obtained in the same sample after it was demagnetized using the “linear” or

the “rotating” routines. The coercive field for this film is HC¼ 125 Oe.

FIG. 2. Normalized IRM and DCD remanence curves for the different films.

In all cases the IRM data were acquired using the rotating protocol to obtain

the demagnetized state.
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that the normalized difference 2 Hrem
C � HIRMð Þ=Hrem

C may be

used as a very good estimation of the sign and magnitude of

the magnetic interactions. This quantity is very similar to the

so-called Interaction Field Factor, IFF ¼ Hrem
C � HIRMð Þ=HC,

differing only in the normalization variable. In Fig. 3 we

plotted these two fields, together with the coercivity HC, and

the field Hrot obtained from Ref. 5. This field is a measure of

the average magnetic field needed to overcome the rotational

anisotropy. For a Stoner-Wohlfarth system the two rema-

nence fields should have the same value as HC, which is rela-

tively small for the thinner films, increases considerably

when the stripe structure is formed, has a maximum at d
� 42 nm and levels off at HC � 140 Oe for larger thick-

nesses. This behavior is approximately followed by Hrem
C ,

although as expected Hrem
C > HC, but is definitely not true

for HIRM. The IRM reversal field increases continuously

with film thickness giving another indication of the change

in the magnetic interactions when the stripe structure is

formed. As already discussed in the case of the d¼ 94 nm

film the IRM curve is a fingerprint of the field necessary for

gradually aligning the domains that are not parallel to H in

the direction of the applied field. It is then expected that

HIRM values follow closely the thickness dependence of Hrot,

the field needed to overcome the rotational anisotropy. As

can be seen in Fig. 3 both fields follow a similar trend, with

the differences in the absolute values arising from the differ-

ent remagnetizing mechanism that HIRM and Hrot describe.

One of the methods to characterize qualitatively the

magnetic interactions is by using the dM plots (see Eq. (1)),

which reflect the deviations from the Stoner-Wohlfarth

behavior. As already mentioned, if the IRM is above the

DCD curve the dM plot is positive and the interactions tend

to be of the exchange type, favoring a magnetized state.

Dipolar-like interactions are more important when dM is

negative. In Fig. 4 we show the dM plots for all the studied

samples as a function of the applied field (normalized by the

remanent coercivity, Hrem
C ). We have used full symbols to

indicate dM plots obtained from an IRM curve that was iso-

tropically demagnetized (rotational routine) and open sym-

bols for the case of a linearly demagnetized sample. Note

that there are differences between both dM curves in the case

of thicker films that tend to decrease gradually as the thick-

ness is decreased. For d� 35 nm the two curves are almost

coincident. These results show again explicitly that the dom-

inant interaction changes from magnetizing to demagnetiz-

ing when the stripe structure starts to develop at d � 35 nm

and they also give additional evidence of the effects of the

rotational anisotropy on the IRM remanence curves. We

have already shown in Figs. 2 and 3 that the fields where the

DCD and IRM curves cross zero are more separated in the

case of thicker films. This difference explains the shift in the

minimum in the dM plots from H=Hrem
C ¼ 1 to at least twice

this value for d¼ 94 nm.

An estimation of the strength of the magnetic interac-

tions can be obtained from Eq. (2), which gives the interac-

tion parameter a of the Che and Bertram model.24,27 The

integral of the dM plots as a function of d is presented in Fig.

5. Again we show values of a obtained with both demagnet-

izing routines. We have plotted in the same figure the quan-

tity aH ¼ 2 Hrem
C � HIRMð Þ=Hrem

C which may be also used to

FIG. 3. Room temperature remanence fields Hrem
C and HIRM obtained from

the zero crossing of the md and 2mr � 1 curves, respectively. We have also

plotted for comparison the room temperature coercive field, HC, and HS, the

field where the maximum in the magnetic viscosity is found. Hrot has been

extracted from Ref. 5 and is a measure of the average field needed to rotate

the stripe structure by 90�. Hmax
C is the maximum value of HC in the tempera-

ture interval 4–300 K (taken from Ref. 16).

FIG. 4. Delta- M plots for all the studied samples that indicate the deviation

from a Stoner-Wohlfarth behavior. For the thicker films we have plotted the

data obtained using the two demagnetization protocols for the IRM curves

with full and open symbols (rotating and linear demagnetization routines,

respectively).

083907-5 �Alvarez et al. J. Appl. Phys. 115, 083907 (2014)



estimate the magnetic interactions. In the case of perfectly

square md and 2mr � 1 curves, the values of a and aH should

be the same because the dM plot is rectangular with an area

2 Hrem
C � HIRMð Þ. Due to the different distribution of switch-

ing fields in the IRM and DCD curves, the values of a differ

from this simple estimation but, as can be observed in Fig. 5,

the values and the shape of the curves of a and aH as a func-

tion of film thickness are very similar, confirming that aH is

also a very reasonable parameter for the estimation of the

magnetic interactions.

A dimensional analysis of Eq. (2) reveals that the interac-

tion parameter a may be associated to a normalized energy

and hence could be correlated with the dominant energy con-

tribution to the magnetic domain configuration. In the case of

domains formed by parallel slabs of size l magnetized perpen-

dicular to the film plane (see the sketch in Fig. 6) it is possible

to calculate40 the magnetostatic energy per unit surface area

as ES½erg=cm2� ¼ 0:374M2
?l. We can estimate this energy for

the different films that show a stripe structure by identifying

the thickness of the slabs with the values of the half period of

the stripe structure (l¼ k/2), and estimating the component of

the magnetization perpendicular to the film plane as

M?ðdÞ=Ms ¼ Mr?ðdÞ=Ms �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ½MrkðdÞ=Mrkðd ¼ 28Þ�2

q
.

The thickness dependence of k/2 and Mr? is shown in the

inset of 6. In the last formula MrkðdÞ is the remanence in the

direction of the applied field (obtained from the saturation

value of DCD or IRM measurements) and was normalized by

Mrkðd ¼ 28 nmÞ instead of Ms to consider that there is always

a small component of M that is neither parallel to the anisot-

ropy axis induced by H nor parallel to the film normal. In the

main panel of Fig. 6 we plotted the interaction parameter a as

a function of ES for d� 35 nm and found that there is a good

linear correlation between both magnitudes, indicating that for

films with d� dcr it is energetically favorable to form a stripe

structure which has a magnetostatic energy that increases with

the stripe period (and the film thickness).

B. Magnetic viscosity measurements

Magnetic relaxation measurements were also performed

in the whole set of samples. For films with d> 28 nm we

found that Eq. (3) is closely obeyed (see Fig. 7(a)) while in

the case of thinner films (9 nm and 19 nm) the relaxation of

FIG. 5. Interaction parameter a as a function of film thickness obtained from

the integration of the dM plots. Open symbols correspond to a values

obtained from isotropically demagnetized (rotating routine) IRM curves

while full symbol data were obtained from linearly demagnetized samples.

The magnitude aH ¼ 2ðHrem
C �HIRMÞ=Hrem

C is plotted for comparison and it

is found to be quite similar to a.

FIG. 6. Dependence of the interaction parameter a (obtained using the rotat-

ing routine) as a function of the surface magnetostatic energy of the domain

configuration sketched in the inset. We also show the dependence of the per-

pendicular remanence and the stripe half period, taken from Ref. 5.

FIG. 7. Magnetic relaxation in films of different thickness close to the coer-

cive field. In panel (a) we show the behavior of a film of 42 nm, which

closely obeys a logarithm law. Panel (b) corresponds to a film of 9 nm that

presents a discontinuous relaxation.
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the magnetization follows a nonlogarithm behavior or occurs

in discrete steps, as can be observed in Fig. 7(b). This last

behavior has been only detected for fields very close to HC

and is an indication of the very narrow distribution of energy

barriers (or switching field distribution) in the thinner films.

For the relaxation measurements in these samples we took

data every 0.2 Oe which is almost equal to the stability limit

(0.1 Oe) of the electromagnet power supply. Possible fluctua-

tions in the applied field can switch the magnetization and it

is then difficult to conclude that in this case the reversal of

the magnetization is only due to thermal effects. The film

with d¼ 28 nm was at the limit where a reasonably linear fit

could be obtained and was included in the viscosity data,

although with a larger uncertainty in the determination of S.

The viscosity parameter, obtained from the slope of

curves similar to Fig. 7(a), is plotted in Fig. 8 for the differ-

ent films as a function of the applied field. In all cases we

observed a maximum value of viscosity, Smax, at a field HS

which is close, but always smaller, than HC (see Fig. 3). The

distribution of viscosity values around Smax has a field width

at half maximum height (FWHM) characterized by DHS

which is very narrow for d¼ 28 nm (DHS � 3 Oe), increases

to an average value DHS � 20 Oe for 35� d� 56 nm and

increases again to DHS� 60 Oe for d¼ 94 nm. As already

discussed in Sec. I, the field dependence of S is a measure of

the distribution of energy barriers (see Eq. (4)) and should

correlate closely with the irreversible susceptibility obtained

from the derivative of the DCD curves.

In Fig. 9(a) we present the thickness dependence of the

maxima in the magnetic viscosity and the irreversible sus-

ceptibility, Smax and vmax
irr , obtained from Figs. 8 and 2,

respectively, and in the lower panel of the same figure we

can observe the FWHM value of the field distribution of

both magnitudes. As expected, the same overall behavior of

Smax and vmax
irr is found for all samples with the exception of

d¼ 28 nm which has been indicated with an open symbol in

Fig. 9(a). As we already mentioned this film is at the limit in

which a logarithm time decay of M is found and, as can be

seen in Fig. 8, it has a very narrow field distribution which

complicates the precise determination of Smax. It is then quite

possible that the real value of the maximum viscosity for

d¼ 28 nm be considerably larger than the reported value,

that should then be considered as a lower limit of Smax.

Discarding this value of viscosity, it is observed that Smax

decreases with film thickness, indicating that the magnetic

relaxation in thinner films is faster than in thicker samples.

As expected from Eqs. (4) and (5) and observed in Fig. 9(b)

the field distribution of both Smax and vmax
irr has the same

thickness dependence, which indicates that the distribution

of activation energies f(E) tends to be considerably narrower

for films with d< dcr. The sharpness of virr peaks (i.e.,

smaller DHvirr values) has been argued41 to be an indication

FIG. 8. Magnetic viscosity as a function of field in the vicinity of the coer-

cive field. Data are presented for the different samples in which a reasonably

linear variation of magnetization with lnðt=t0Þ was observed. Different sets

of data have been fitted with a Gaussian distribution from which we

extracted Smax, HS and DHS.

FIG. 9. (a) Maximum of the magnetic viscosity and the irreversible suscepti-

bility as a function of film thickness. The open symbol for d¼ 28 nm indi-

cates that this sample is at the boundary in which a reasonably linear

behavior of M(t) is observed. (b) Field distribution width of both parameters

as a function of d (obtained from a Gaussian fit of the curves of Fig. 8 and

the field derivative of the md data of Fig. 2). The dotted vertical line indi-

cates the value of dcr � 30 nm.
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of strong exchange interactions between neighbor grains,

consistent with our findings from dM curves.

C. Activation volume and fluctuation field

The activation volume can be calculated from Eq. (6) using

the ratio between the maximum values of S and virr or by averag-

ing different values of Vac(H) in the vicinity of the coercive field.

To estimate the parameter c entering in Eq. (6) we need to know

the reversal mechanism present in our films. We have measured

the out of plane angular variation of the coercive field and found

that HC increases when the field is applied at increasing angles

with respect to the film plane, an indication that reversal is due

to the displacement of domain walls. For this case there is a cri-

terion given by Gaunt29 for the determination of the pinning re-

gime. He defined a parameter b0 ¼ 3F=ð2pcdÞ, where F is the

maximum restoring force a pin can exert on a wall, c is the wall

energy and d the wall width. For b0< 1 the domain walls are in

the weak pinning regime while for b0> 1 the strong pinning sit-

uation occurs. A crude estimation for the pinning force is given

by F ¼ 1=2ð4pMsa=3Þ2 (a is the radius of the pinning centers

or inclusions) and the wall energy can be written as c¼Kd, so

that we can write:

b0 ¼
4pM2

s

3K

a

d

� �2

¼ 2

3Q

a

d

� �2

: (8)

In our films we have5 Q � 0.3 and an average grain size of

4 nm, which may be used as an estimation for the size of the

pinning inclusions. The wall width can be obtained42 from

d ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffi
A=K?

p
� 16 nm (A � 10�6 erg/cm is the exchange

stiffness constant5) giving b0 � 0.14< 1 for the studied films,

which as an indication of weak pinning. We have then used

c¼ 2 in Eq. (6) and plotted the values of Vac as a function of

film thickness in Fig. 10. We can observe that, within the ex-

perimental error, there are no significant differences in the

two approaches used for calculating Vac. Even more, the acti-

vation volume seems to be rather constant for the different

samples, with an average value Vac ¼ ð1:3760:30Þ
�104 nm3 which, for spherical volumes, is equivalent to an

average activation diameter dac ¼ 30 6 3 nm. For the studied

samples with d> dcr the activation diameter dac is larger than

the grain size, which implies that although the predominant

interactions for d> dcr are dipolar-like, there seems to be a

positive intergranular exchange coupling which contributes to

the collective reversal of volumes larger than the grain size.

This is consistent with the fact that the interaction parameter a
is positive for d¼ 35 nm, the first sample for which the stripe

structure is observed, and may also explain the positive ordi-

nate in the a vs. ES curve of Fig. 6. Note also that this value of

the activation diameter is of the same order than the film

thickness or the stripe half period when d � dcr , but is much

shorter than the stripe length (which is of the order of tens of

micrometers), implying that the magnetic volumes that

reverse by thermal effects are considerably smaller than the

physical volume of the stripes. Our activation diameters are

larger than those reported in Refs. 33–35 by a factor of two or

more (considering that the parameter c appearing in Eq. (6)

was taken as c¼ 1 in those previously published papers). This

is not surprising due to the totally different microstructure

between chemically ordered and disordered samples and the

larger exchange length in our magnetically soft films.5

The activation volume obtained by the procedure

described above may be compared with the theoretical

approach in the case of weak domain wall pinning. In this

case the activation energy to overcome the barrier depends

linearly29,30 on the magnetic field H,

Ea ¼ 31c d=4ð Þ2 1� H=H0ð Þ; (9)

with H0 the pinning field at zero temperature. Since the acti-

vation volume is related to the field derivative of the activa-

tion energy, we can write

Vac ¼
dEa

dH

1

cMs
¼ 31c d=4ð Þ2

H0

1

cMs
� Qd32pMs

H0

: (10)

In the last formula we have used c¼ 2 and c¼Kd. With this

equation it is possible to calculate the activation volume if

the coercive field at T¼ 0 is known. We have discussed in

Ref. 16 that at low temperatures there is an unexpected

decrease in HC because interface stress effects hinder the for-

mation of stripes, so that a reduction in HC occurs at low

temperatures and a value for H0 is not experimentally acces-

sible. However, we can still take the maximum value of

HCðTÞ ¼ Hmax
C as a lower bound estimation for H0. Using the

data from Fig. 3 and Eq. (10) we calculated Vac for the set of

samples with d� 35 nm and show the results in Fig. 10. We

can observe that the calculated values of Vac are approxi-

mately independent of film thickness, with the exception of

d¼ 35 nm, a case that should be taken with extra care

because a maximum in HC(T) was not observed in the stud-

ied temperature range. This form of calculating Vac gave in

all cases larger values than those obtained using Eq. (6),

approximately by a factor of two. The difference may be due

to the underestimation of H0 or to an overestimation of the

wall width d. Apart from this relatively small discrepancy,

FIG. 10. Activation volume as a function of film thickness. We have calcu-

lated Vac from the ratio vmax
irr =Smax (open squares) and from the average val-

ues obtained from measurements at different fields in the vicinity of HC (full

squares). The diamond symbols correspond to the calculation of the activa-

tion volumes using the model of Gaunt.29
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the observed experimental behavior is weakly dependent on

film thickness, in accordance with the prediction of Eq. (10).

Another experimental procedure for the estimation of the

activation volume, which does not need the explicit measure-

ment of virr, is the so-called “waiting time method.”43 This

method is based on time relaxation measurements of M at dif-

ferent fields close to HS, the same curves that are used for the

determination of S(H). The model is based on the assumption

that both S and virr are relatively constant for fields around

HS. When M(t,H) curves are plotted together as a function of

lnðt=t0Þ it can be shown that the following relation is obeyed:

DH ¼ Hf lnðtiÞ: (11)

If a horizontal line of constant M is drawn, DH represents the

field distance between intersection points, and ti the time of

intersection. A plot of DH as a function of lnðtiÞ has a slope

Hf from which Vac can be obtained using Eq. (7).

In Fig. 11 we plotted the fluctuation fields obtained from

the previously calculated values of Vac and added the data

deduced using the waiting time method. Even though the

error bars are relatively large, it can be seen that these new

values of Hf are of the same order of magnitude and rela-

tively constant in the studied range of thicknesses, consistent

with those previously estimated using the remanence and

viscosity measurements. Following Ref. 22 we have tried to

correlate the values of Hf with the coercivity HC. According

to Wohlfarth there should be a power law relationship

between both parameters, HC / Hx
f , with x in the range

0.5–1 depending on the microstructure and the type of do-

main wall pinning of the system. Although our data points

fall close to those shown in Fig. 1 of Ref. 22 it was not possi-

ble to fit them using a power law due to the reduced span of

the coercivity and the fluctuation field values.

IV. CONCLUSIONS

We have studied the role of magnetic interactions and

thermally activated processes in FePt alloy films as a

function of film thickness. We have found that when d is

larger than the critical thickness for the formation of a struc-

ture of stripes with an antiparallel out of plane component of

the magnetization the interactions tend to be dipolar-like,

while for d< dcr positive values of a are obtained. This

change is probably due to the larger relative weight of the

dipolar field present in the films with stripe domains which

arrange in a flux closure configuration that tends to favor a

demagnetized state. We have found that the large differences

between Hrem
C and HIRM are mostly due to the rotational ani-

sotropy generated when the stripe structure is present. The

interaction parameter a becomes more negative with increas-

ing thickness which again is a consequence of the predomi-

nance of magnetostatic demagnetizing effects for larger

values of d. We have shown that this parameter is in close

correlation with the surface demagnetizing energy, confirm-

ing that dipolar interactions are predominant above the criti-

cal thickness. Magnetic viscosity was also found to depend

strongly on the domain configuration. In thinner films relaxa-

tion seems to occur in discrete steps while for d> dcr the

usual logarithm behavior is found. S(H) and virr(H) curves

are a good estimation for the distribution of energy barriers

and also have a strong variation in the field width depending

on the domain structure. We finally estimated the values of

the activation volumes that reverse the magnetization

assisted by thermal effects and found that they are approxi-

mately independent of film thickness. The value of dac is

almost an order of magnitude larger than the grain size, evi-

dencing that a relatively large number of grains is coupled

by the exchange interaction, but dac is considerably smaller

than the length of the stripes (which are several micrometers

long), indicating that the reversal occurs in small regions

compared to the size of the domains. Different methods of

calculating the activation volumes and the fluctuation fields

yielded approximately the same results, supporting the pro-

cedure used for the estimation of these parameters.

As far as we know, this is the first time that this kind of

magnetic measurements have been performed in chemically

disordered FePt films in which a transition in the domain

structure occurs at a critical thickness. We have clearly evi-

denced that strong changes in most variables accompany the

switch of the magnetic configuration from planar domains to

parallel stripes and gave an interpretation of the observed

results.
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