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Abstract.
Dynamic slowdown of liquids, leading to a breakdown of Arrhenius behavior

of relaxation and Stokes-Einstein relationship (SER), as the glass transition is
approached, is still not fully understood despite decades of study. They are
usually associated to the emergence of dynamic heterogeneity, that is, regions
or clusters of particles that have high or low mobilities. But the physical origin of
these dynamic heterogeneity, and in particular, the question whether they have
a structural origin or they are a purely dynamical phenomenon, is still under
debate. In this work we study through Molecular Dynamics simulations in a
polymer model the dynamic slowdown and the breakdown of SER, in connection
with dynamic susceptibility calculated for an isoconfigurational ensemble, such
that the effects of structure on dynamics can be discriminated. The onset of
structure effects on dynamical behavior is found to be coincident with the onset
of slow dynamics and SER breakdown.
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An alternative approach to evidence the structural conditioning in the dynamic slowdown in a polymer glass-former2

1. Introduction

Glasses are deeply-supercooled solid-like amorphous
materials; mechanically they behave as solids, but in
their molecular structure they look like liquids. Diverse
viewpoints have been developed to understand the
dynamics of glass-forming fluids [1, 2]. Understanding
how the solidity that arises in the material, in any
relevant time scale, involves a small, even negligible
apparent change in structure, has proven to be
an important challenge. The relationship between
structure and dynamics in supercooled liquids is a
key problem in the physics of glassy materials and
a comparison between the behavior of static and
dynamic length scales is expected to provide valuable
insights in understanding this phenomenology [3, 4, 5].

The dramatic slowdown of dynamics upon cooling
in glass-forming liquids is described typically by
the temperature dependence of transport coefficients,
shear viscosity (ν) and the translational diffusion
coefficient (D), with the relaxation time scales like
the structural relaxation time (τα) obtained from
the long-time decay of density correlation functions.
The Stokes-Einstein relation (SER) describes how the
diffusion constant and the structural relaxation time
are related, stating that D ∝ Tτ−1. As temperature T
of the glass-former decreases, the liquid becomes more
and more viscous, and as it approaches glass transition
the increase in relaxation time overtakes the decrease
in diffusion, leading to the breakdown of SER. It has
been empirically found that, when this relationship is
lost, a fractional SER holds for a wide range of liquids,
such as molecular liquids and atomic liquids. The
breakdown of SER has been considered to be one of
the hallmarks of glassy dynamics in liquids. Despite
many years of detailed study, temperature dependence
of transport coefficients and structural relaxation times
still remains a hot topic of debate. While some studies
have shown that the breakdown in the relation appear
in the vicinity of the glass transition temperature [6],
there are other studies suggesting its occurrence at
a temperature much higher than the mode-coupling
temperature [7] and at temperatures even higher than
the melting temperature [8]. As of yet, there is no
agreement on the nature and origin of the breakdown
of SER. The question whether it has a structural origin
or not remains inconclusive. A commonly proposed
explanation is the presence of dynamic heterogeneity,
specifically the presence of particles having excessively

high and low mobilities relative to ideal Brownian
motion [9, 10, 11, 7, 12].

It is known that when a glass former approaches
Tg the dynamics becomes more heterogeneous; that
is, regions of high and low mobility appear in the
system. These regions of similar mobilities are usually
associated with the cooperative relaxation regions of
the Adam-Gibbs theory [13], which describes the
increase in viscosity or relaxation times in terms
of thermodynamic factors. Another, more robust,
thermodynamic theory of glass transition is Random
First-Order Transition (RFOT) [14], which describes
the material in terms of a ”mosaic” structure of
regions with subtle, maybe undetectable, structural
differences, that lead to dynamic heterogeneity. Both
theories consider that the slowdown in the dynamic
is due to thermodynamic aspects, and hence the
many efforts trying to find a structural correlation
length that can be connected to dynamic behavior.
The use of Point-to-Set, an agnostic method, has
been successful for reinforcing the validity of the
aforementioned theories [15]. Complementarily, great
effort was made in recent years to characterize and
relate a region of low or high mobility with some
specific structural parameter [16, 17, 18, 19]. In some
systems there has been success in characterizing certain
types of local structures that lead to the particles
having low mobility [20, 3]. In a more universal
vision about the glass transition, these results are not
very encouraging because these structures are system
dependent [21]. In a dynamic approach it has become
possible to define and measure observables, the four-
point correlation functions, that can be determined
without arbitrariness in a range of systems and
may sometimes be inferred from experimental data.
They measure a dynamic length scale that can be
associated with the increase of dynamic heterogeneity,
and are now broadly accepted as standard tools
for analyzing dynamical heterogeneity [22, 23, 24].
Simulation studies and recent experiments indicate
that an increasing susceptibility χ4 is directly linked
to clustering of mobile particles, and it measures and
characterizes the size of growing cooperative motion or
dynamically correlated mesoscopic domains [25, 26].

One of the problems that arise when analyzing the
supercooled state of glass-former is that the structural
correlation lengths show a much smaller increase with
temperature than the dynamic lengths, where the
latter increases more in the temporal scales of the
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An alternative approach to evidence the structural conditioning in the dynamic slowdown in a polymer glass-former3

simulation [27, 4, 5]. This discrepancy found between
the different correlation lengths is still a subject of
debate and it is a key point since it can reveal if
the glass transition contains a thermodynamic origin
[28, 29, 30, 31, 32, 33, 34, 5].

A method used in Molecular Dynamics simula-
tions and that has proved to be very effective in demon-
strating heterogeneous dynamics, and can aid in dis-
criminating structural from purely dynamic effects,
is the Isoconfigurational Ensemble Method (ICEM)
[35, 36]. This method consist in performing many sim-
ulations where the particles have different initial ve-
locities, but the same positions. It has been observed
that the propensity, which is the ICE average of dis-
placement of a single particle, is not the same for every
particle but has a distribution, and both particles with
high propensity, and low propensity, tend to form clus-
ters. Although a relation between particle propensity
and clustering with the local structure has not been
found, a correlation was observed with localized soft
modes [37]. In previous works, we have have found,
using ICEM, regions where the particles are strongly
dynamically connected, as defined by a high value of
Pearson’s correlation coefficient; these particles also
form clusters, but they are not the same than those
formed by mobile or immobile particles [38]. In ad-
dition, we showed that a dynamic correlation length,
defined from the decay of Pearson’s correlation coeffi-
cient, shows a linear relation with a static correlation
length in the whole temperature range, unlike typical
four-point correlation lengths which display this linear-
ity only for high temperatures [39].

In this work we study dynamical and structural
behavior of a polymer glass-former model in a
wide range of temperatures in the supercooled
regime. We analyzed the breakdown of SER that
emerges at intermediate temperature and its relation
with structural aspects and with the heterogeneous
dynamics. We find a temperature above Tg in which
structure plays a determining role in the dynamic
heterogeneity and also in the breakdown of SER. These
results provide important insights for understanding
the dynamic properties in glass-forming liquids.

2. Methods

Molecular Dynamic simulations in a polymer glass-
forming system were performed in a wide range of
temperatures and structural relaxation time. The
polymer was represented through the bead-spring
model with fully flexible chain molecules [40]. Our
results are primarily based on simulations containing
400 chains polymers, each chain consisting of 30
monomers. At this length, the chains are unentangled.
In some cases, system with 2000 chains were analyzed

in order to improve the statistics. All monomers
interact through the Lennard-Jones potential:

U(rij) = 4ε

[(
σ

rij

)12

−
(
σ

rij

)6
]
, (1)

where rij is the distance between the beads i and j, σ is
the distance at which the interparticle potential is zero,
and ε is the depth of the potential at the minimum.
These parameters are used as length and energy units
and are given a value of 1. U(rij) is truncated for rij
greater than 2.0 σ with the long-tail correction applied.
In addition, the bonded neighbors in a chain interact
through the FENE bond potential:

Ubond(rij) = −15R2
0 ln

[
1− (rij/R0)

2
]
, (2)

where R0 = 1.5σ is the maximum length of the bond.
All values we report are in standard reduced LJ units.

Simulations were carried out using LAMMPS
molecular dynamics software [41]. The Nosé-Hoover
thermostat and Andersen barostat were used to control
the temperature T and the pressure P of the system,
respectively. For all the simulations in this study, the
pressure of the system was set to zero (P = 0). Each
simulation consisted of a total number of 3990 particles
contained in a box with periodic boundary conditions.
The NVE ensemble was used for production runs and
for latter production of the ICEM. The latter consisted
of 500 trajectories and the initial configuration derived
from a full equilibrated trajectory, in which we employ
NPT and NVT ensemble for the equilibration protocol.
This was done at each temperature studied. The
absence of drift in thermodynamic magnitudes and the
absence of aging was verified for every temperature.
The details of the equilibration protocol are in our
previous work [38]. For T > 0.50, every system
under study can be equilibrated within a reasonable
computation time. The Tg of this model, measured
as the temperature at which a change in slope of
the specific volume as a function of temperature is
observed, is close to 0.45.

3. Results and discussion

The relaxation of this model have been extensively
studied in previous simulations [40, 42, 43, 44, 45, 46].
The structural relaxation time τα can be defined
as the time at which the incoherent intermediate
scattering function Fs(q, τα) = e−1. Figure 1 shows
the relaxation times as a function of the inverse
temperature. The behavior of τα(T ) is well described
by Vogel-Fulcher-Tamman (VFT) expression: τα(T ) =
τ0 exp(A/(T − T0)). It can be noted from this figure
that at high temperatures the behavior is Arrhenius
type, with a single energy for the relaxation process.
Below a certain temperature, the system presents a
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An alternative approach to evidence the structural conditioning in the dynamic slowdown in a polymer glass-former4

super-Arrhenius behavior and from small temperature
changes, drastic changes occur in τα. A change from
Arrhenius to super-Arrhenius temperature dependence
of relaxation times defines the onset temperature of
slow dynamics, defined as TA. In this sense, TA is
presented as a reference temperature, which marks the
change in behavior that occurs in the relaxation of
the system. As can be seen in Figure 1 through the
black dashed line, for this model TA is about 0.7-0.75.
An alternative way of visualizing this temperature
is by observing the behavior of the Mean Square
Displacement at the different temperetatures. For
temperatures below TA, this magnitude shows the
appearance of a plateau (cage regime) at intermediate
times, larger than the ballistic regime, and smaller
than diffusive time. Alternatively, by observing
the behavior of incoherent intermediate scattering
function, two relaxation mechanisms can be observed
for temperatures below TA: the β at short times and
the alpha at long times. From our previous work [39] it
can be noted that both functions manifest the change
in behaviour described above at a temperature close to
TA.

0.5 1 1.5 2 2.5

T
-1

10
-1

10
0

10
1

10
2

10
3

10
4

τ
α

Arrhenius behavior

Figure 1. Behavior of structural relaxation times as a function
of temperature. The dashed line highlights the behavior of the
Arrhenius type that is given for T > TA, where for T < TA the
linearity is lost, typical phenomenology of fragile glasses.

In what follows, we characterized the heteroge-
neous dynamics by two functions that are typically
used to describe it. On the one hand we use the dy-
namical susceptibility χ4(t), which is the integral of
the four-point correlation function g4(r, t). We calcu-
late the dynamic susceptibility χ4(t) from the immo-
bile particles in the system through the fluctuation of
an overlap function Q(t) defined us:

Q(t) =
N∑
ij

w(|ri(0)− rj(t)|), (3)

where w(|ri(0) − rj(t)|) is a window function that
is defined to be unity if |ri(0) − rj(t)| < a, 0
otherwise, where a = 0.3. So the Q(t) measures the

number of overlapping particles in two configurations
separated by a time interval t [23]. The fluctuation
in this magnitude is linked to the degree of dynamic
heterogeneity[23] and χ4(t) is measured using the
expression:

χ4(t) =
βV

N2
[< Q(t)2 > − < Q(t) >2]. (4)

For supercooled liquids, χ4(t) shows a peak at
a time proportional to the α relaxation time or τα.
Figure 2(a) shows the behavior of this function, where
it can be seen that, as temperature decreases, this
magnitude grows. In addition, the time at which the
maximum in χ4(t) occurs also increases with a decrease
in temperature. This time is defined as t4. On the
other hand, we employed the non-Gaussian parameter
α2(t) defined as:

α2 =
3〈r4(t)〉
5〈r2(t)〉2

− 1, (5)

which quantifies how the distribution of particle
displacements in time t deviates from Gaussian form,
expected for spatially homogeneous dynamics. The
non-Gaussian parameter, calculated from the second
and fourth moments of displacement distribution,
exhibits a peak at a characteristic time t∗ that
increases as the temperature is decreased. Figure
2(b) shows the non-Gaussian parameter for different
temperatures. The same behavior is observed in
every case: at small times, ballistic movement, which
has a Gaussian distribution, is observed and α2(t) is
zero. For intermediate times, α2(t) rises reaching a
maximum at t∗. Eventually, at long enough times
monomer movement reaches a diffusive regime and
α2(t) decreases approaching zero again. From Figure
2(a) and (b) it can be noticed that both magnitudes,
χ4(t) and α2(t), have a similar behavior in that they
approach zero at short and long times and they have
a maximum. Nevertheless, the position of the curves
in the temporal scale is not the same. This can be
better seen in Figure 2(c), where the relative behavior
of both magnitudes at three temperatures is shown,
highlighting the temporal position of their maxima,
t4 and t∗. At high temperatures, both characteristic
times are coincident, but they decouple at low T.

Figure 3a shows the behavior of t∗ and t4,
compared to τα, in the whole temperature range
studied. At high temperatures the three characteristic
times are equal but, for low temperatures t∗ deviate
from τα and χ4(t). In contrast, the value of t4 is
similar to τα in the whole temperature range. These
characteristic times can be associated with extremes
in mobility behavior, as described in reference [46].
In that workit was shown that t∗ scales linearly with
the reduced diffusion coefficient D/T . In this manner,
the time scale of mobile particles relate to a diffusive
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An alternative approach to evidence the structural conditioning in the dynamic slowdown in a polymer glass-former5
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Figure 2. Two typical functions that define the dynamic
heterogeneity and the characteristic times: a) the dynamic
susceptibility χ4(t) and (b) the non-Gaussian parameter α2(t).
c) The relative behavior of both functions to show the shifts that
occur between the characteristic times t∗ and t4, where its clear
from it that for high temperatures these times are equal and at
low temperatures these times differ.

relaxation time, rather than τα. On the other hand,
τα and t4, are related with less mobile particles and
therefore with the viscosity (from Maxwell’s relation).
Considering the simplified form of Stokes-Einstein
relation through the form:

D

T
∝ 1

τα
, (6)

it can be evidenced that the temperature where
breakdown of the Stokes-Einstein relation is manifested
when the system loses the lineal relation between
the two characteristic times: t∗ and τα [46]. From
figure 3b the temperature at which the breakdown of
SER is manifested (defined as TSEB) can be derived.
Comparing Figure 1 with Figure 3b, we note that the
temperature TA, where the activation energy begins
to depend on temperature, is similar to TSEB ∼ 0.7.
These results agree with other types of glass forming
models, where TA and TSEB [7] are found to have
similar values. However, this is not an universal
observation, since there are other models where a
similarity between TSEB and Tc of Mode-Coupling
theory [6] is found.

In what follows, we describe a method to evidence
a structural support to the dynamic behavior described
above. The methodology is based on observing the
dynamic susceptibility under the conditions of an
isoconfigurational ensemble. In line with this, we
propose to take the ensemble average <> of the
overlap between configurations at two different times
in two different forms: it can be averaged considering
several independent trajectories (the typical case);
or by an ICE where all trajectories have the same

0.6 0.8 1

T

10
0

10
1

10
2

t

τ
α

t*
t
4

10
-1

10
1

10
3

τ
α

10
-1

10
1

10
3

t

t*
t
4

SER

a)

b)

Figure 3. a) The different characteristic times of the system
as a function of temperature. b) The characteristic times
that describe the heterogeneous dynamics as a function of the
structural relation time. It can be noted that t4 presents a
linearity with τα for all temperature, while t∗ departs from the
linearity at TSEB ∼ 0.7.

initial configuration. Figure 4 shows schematically
the two possible situations that we use for the
calculation of this magnitude. It is important to
consider in both cases the same type of ensemble (e.g.
canonical, microcanonical, etc.), because the value of
dynamic susceptibility depends (slightly) on the type
of ensemble used. [47, 48]. In our work, we used
microcanonical ensemble for the two cases, so we are
comparing dynamic fluctuations under the same type
of statistical mechanics ensemble.

According to this,in the case a we take the overlap
function as:

< Q(t) >=
1

Ntrj

Ntrj∑
k

N∑
ij

w(|rki (0)− rkj (t)|) (7)

where Ntrj represent the 500 different independent
trajectories consider in the sum. It is a classical
manner to quantify this magnitude[23].

In the case b we consider overlap function as:

< Q(t) >IC=
1

NIC

NIC∑
k

N∑
ij

w(|rki (0)− rkj (t)|) (8)

where NIC represent the 500 trajectories considered
in the ICEM. In Figure 5 the behavior of the overlap
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An alternative approach to evidence the structural conditioning in the dynamic slowdown in a polymer glass-former6

Figure 4. Scheme about the two ways to calculate the
fluctuations in Q(t) and the consequent χ4(t). a) Through
several independent configuration (case a). b) Within an ICE,
several trajectories derived from the same initial configuration
(case b).
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1
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Q

(t
)/

N
>

0.50

0.54

0.60

0.80

1.00

Figure 5. Average overlap function for the different
temperatures calculated for the two cases of the figure:
normal(dashed lines, case a) and ICE (symbols, case b).

functions is observed for both cases. It can be seen
that there are no significant differences in the entire
temperature range.

Then, we calculated χ4(t) following equation 7 for
the case a (figure 2a) and also the value of χ4−IC(t)
following the expression 8 for the case b (figure 2b). At
least 5 different independent ICE have been made at
each temperature, each one we starting from different
initial configurations. This is to ensure that the results
do not depend on the initial configuration. The results
at each temperature are similar.

Figure 6 shows the behavior of χ4(t) for both
cases over the entire temperature range. In both,
heterogeneity grows when the temperature is lower and
the time in which the largest heterogeneity occurs also
grows. Moreover, the time in which the maximum is
shown in the curves is the same for both cases. An

10
-1

10
0

10
1

10
2

10
3

t

10

20

30

χ
4

5

10

χ
4
-I

C

0.65

0.60

0.56

0.54

0.52

0.50

10
0

10
2

0

1

2

10
0

10
2

0

1

2
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0.80

0.70

-b- case

-a- case

Figure 6. Behavior of χ4(t) for the two cases at different
temperatures. The inset contain the behavior for the highest
temperatures.

interesting result from that figure is that χ4−IC(t) has
a lower value with respect to χ4(t), which is more
evident at low temperatures. We interpret this in the
following way. Taking the equation 4 as the reference
and following the case a of the Figure 4, we can notice
that the variability has two components, one due to the
initial configurations and another component due to
the dynamics of each trajectory. At high temperatures,
where the structure does not influence dynamics,
both cases are similar, because the variability in the
initial velocities and the consequent differences in the
mobilities is the main representative of the variability
in χ4. On the other hand, at low temperatures, the
structural component begins to be important, due to
the fact that, in each initial configuration, there exists
a structural heterogeneity that affects the mobilities of
the particles at time scale of the order of τα. Then for
case a and at low temperatures the variability presents
both components, the structural and the dynamic, and
for this reason its value is higher than with respect
to case b. Again, this result evidence that, in the
supercooled system, there is a structural effect that
affects dynamic behavior.

In order to check that these qualitative results
of the comparative of χ4(t4) for case a and case
b are independent from the initial condition in the
ICE (the initial configuration that generate the ICEs),
we have performed 300 independent isoconfigurational
ensembles. This was done at two of the temperatures
studied. In the figure 7 it can be observed that at the
highest temperature, T=1.0, the values of the different
ICEs are similar to the average obtained for the case
a. On the other hand, at T=0.6, it is clear how χ4(t4)
values are always lower than the average value of case
a. For the others temperatures we at least 5 different
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3

4

0 50 100 150 200 250 300

i (differents ICE)

0,8

1

χ
4
(t

4
)

T=0.6

T=1.0

χ
4
 case -a-

χ
4

i
 case -b-

Figure 7. The maximum values that χ4(t4) acquires based
on the different ICE realizations, where each i corresponds to
an ICE generated of 500 trajectories. The blue dashed lines
correspond to the average obtained for case a taken from the
300 configurations that were used to generate the ICEs.

independent ICE have been made, each one starting
from different initial configurations.

The peak value of dynamical susceptibility can
be associated with a measure of the volume of space
correlated during structural relaxation [26]. In our
case, the value of the function at time t4 (maximum
value) is considered as a measure of the number of
dynamic correlated particles (Ncorr−Dyn):

Ncorr−Dyn(T ) = max
t
{χ4(t, T )} = χ4(t4, T ), (9)

so we have two different values: the Ncorr−Dyn
calculated for the case a, that is without ICE defined
as Ncorr−N ; and for the case b, with the ICE defined
as Ncorr−IC . It is important to note that we are
interested in the relative behavior of both cases, so that
the absolute value of this magnitudes is not important
at this point. The behavior for both cases is shown in
Figure 8. It can be noticed that both curves practically
overlap for high temperatures and at intermediate
temperature, T ∗=0.7, the curves begin to be easily
discriminated. This can be better appreciated in the
inset of Figure 8. At high temperatures, when the
structure does not have a marked influence, this ratio
is approximately one, and for temperatures lower than
T ∗ this value begins to grow, indicating that as the
glass former approaches the Tg, there is a larger effect
of structure on the number of dynamically correlated
particles measured by χ4. This allows the identification
of onset of structure effects on dynamic behavior, as
T ∗.

Finally, this can be compared with the number of
correlated particles defined from a purely structural
or static correlation. To this end, the number of
correlated particles calculated with the Point-to-Set
(PtS) method is extracted from simulations performed

0,4 0,6 0,8 1 1,2

T

0

10

20

30

40

N
co

rr
-D

y
n

N  (case a, without ICE)
IC (case b, with ICE)

0,6 0,8 1

T

1

2

3

N
co

rr
-N

/N
co

rr
-I

C

crossover behavior

Figure 8. The number of dynamic correlated particles
calculated following expression 9 for both cases. The inset shows
the relationship between them at the different temperatures.

in our previous work [39]. We calculate the number
of correlated particles according to the PtS method
by calculating: Ncorr−PtS(T ) = 4/3πρ(T )(ξPts(T ))3,
where ξPts(T ) is the static correlation length of
a spherical cluster from PtS method. In Figure
9, dynamic correlations Ncorr−Dyn (calculated from
χ4(T )) for both cases are compared with Ncorr−PtS
from PtS method. As usually observed, the number
of dynamic correlations related to standard 4-point
correlation functions, like Ncorr−N , increase more
abruptly with supercooling at low temperatures than
the static correlations. On the other hand, Ncorr−IC
displays a linear correlation with Ncorr−PtS in the
whole range, this could mean that dynamic correlations
reassured in the isoconfigurational ensemble are
strongly coupled to static correlations in the whole
temperature range.

As mentioned before, a central challenge in
describing glass formation is the origin of the rapidly
increasing relaxation time approaching Tg. This
is the defining characteristic of fragile glass-forming
fluids and it is related to dynamic heterogeneity. If
we consider the temperature TA, which marks the
change in behavior that occurs in the relaxation
of the system, where at T > TA the behavior is
Arrhenius type, and for T < TA the system presents
a non-Arrhenius behavior, we find that both T ∗

and TSEB are close to TA. From our results, we
associate that this crossover behavior that happens
at TA, is due to a structural component emerging in
the dynamic heterogeneity in the glass-former, which
is not present at higher temperatures and manifest
itself as a significant increase in correlations observed
in a single trajectory, leading to a breakdown of
both the Arrhenius dependence of relaxation time on
temperature, and SER. On the other hand, when
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Figure 9. Number of dynamic correlated particles, Ncorr−Dyn,
calculated by the dynamic susceptibility for both cases (with and
without ICE), in relation by the Ncorr−PtS calculated by the
PtS method. All the magnitudes are related to the value of the
highest temperature (T=1.0)

dynamic correlations are measured in the ICE, a linear
relationship with structural correlations is observed in
the whole temperature range.

4. Conclusion

In this work, the relationship between non-Arrhenius
behavior of relaxation, breakdown of SER and
heterogeneous dynamic was analyzed, by means of
MD simulations of a supercooled polymeric glass-
former. Analyzing fluctuations in the dynamics of
the system using an isoconfigurational ensemble at
different temperatures, it was shown how the structure
conditions the dynamics slowdown in the system below
a certain temperature T ∗. Our methodology is based
in comparing the behavior of dynamic susceptibility
under two different cases: on the one hand through a
typical ensemble, and on the other by an IC ensemble,
where in both cases the trajectories are generated
following a microcanonical ensemble. We found that
dynamic fluctuations for both cases are similar at
high temperatures. However, for low temperatures the
difference becomes evident, with a crossover behavior
at T ∗. This temperature is similar to TA, the
temperature at which super-Arrhenius behavior is
observed, and to TSEB , the temperature at which SER
breaks down. This results reinforces the idea that
this typical phenomenology, that characterize glass-
formers, is related to dynamic heterogeneity associated
to structural effects.

Additionally, the number of correlated particles
calculated from χ4(t4) in both cases was compared with
a measure of structurally correlated particles, obtained
from Point-to-set correlations. It was observed that

the number of correlated particles measured in the
ICE, Ncorr−IC , displays a linear relationship with
Ncorr−PtS from PtS in the whole temperature range,
suggesting than a strong association between dynamic
correlations in the ICE and static correlations may
exist. On the other hand, the standard Ncorr−N from a
typical ensemble deviates from this linear relationship
at a temperature T ∗. These results shows that
this methodology puts in evidence that the structure
conditions the dynamics slowdown in this glass-former
and shed light in the apparent discrepancies between
structural and dynamical length scales in supercooled
liquids, reinforcing the thermodynamics views of glass
transition. In addition, this methodology does not
depend on the nature of the system and could be used
to understand dynamic behavior and its connection
with structure in different glass formers.
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