# The existence of smooth solutions in q -models 

Juliana Osorio Morales *and Osvaldo P. Santillán ${ }^{\dagger}$


#### Abstract

The $q$-models are scenarios that may explain the smallness of the cosmological constant [1]-7. The vacuum in these theories is presented as a self-sustainable medium and include a new degree of freedom, the $q$-variable, which stablish the equilibrium of the quantum vacuum. In the present work, the Cauchy formulation for these models is studied. It has been already noted that there exist some limits where these theories are described by an $F(R)$ model, which posses a well formulated Cauchy problem. This paper shows that the Cauchy problem is well posed even not reaching this limit. By use of some mathematical theorems about second order non linear systems, it is shown that these scenarios admit a smooth solution for at least a finite time when some specific type of initial conditions are imposed. Some technical conditions of [11 play an important role in this discussion.


## 1. Introduction

One of the current problems in cosmology is the explanation of the cosmic acceleration of the visible universe [12]-[14]. The problem is that gravity is an attractive force and, therefore, deceleration will be expected instead of acceleration. Another unsolved problem is the discrepancy between the luminous matter of several objects in the universe and their gravitational effects [15]-16]. As there is evidence that the universe is almost flat, the current energy density should be of the order of the critical one, $\rho_{c} \sim 10^{-47} \mathrm{GeV}^{4}$ [17]. But this does not agree with the contributions corresponding to the dynamically measured non relativistic mass density, which is approximately $(0.1-0.3) \rho_{c}$.

The acceleration of the universe expansion suggests the presence of a cosmological constant [12][14]. If this were to be interpreted as vacuum energy density, then its value would be a considerable fraction of the critical density $\rho_{c}$. In addition, one of the plausible scenarios for explaining the discrepancy between the luminous and gravitational mass density is the existence of dark matter, which is an unknown matter sector whose contribution to the energy density compensates the difference [15]- [16].

One of theoretical problems of the expected value of the cosmological constant is that the QFT predictions of vacuum energy are at least 55 orders of magnitude larger than $\rho_{c}[23]$. Thus, there exist two problems to be explained namely, why the energy density of the universe is so small and why it is so close to the critical one $\rho_{c}$.

There exists an approach for solving the first problem, which assume the existence of an unknown matter component whose evolution screens the QFT energy density at late times. Examples of these

[^0]scenarios are given in [18]- [20]. Another type of models are the self-tuning vacuum variable scenarios [1. The idea behind these models is that the vacuum is a self-sustainable medium, that is, it has a definite volume even in an empty environment. These works postulate a new degree of freedom, called the $q$-variable, whose role is the equilibration of the quantum vacuum. Other thermodynamical scenarios of this type were considered in [2]-[7]. The q-scenarios inspired partially the interest in vector vector fields adjustment mechanisms, or even tensor ones. Some vector models capable to adjust vacuum energy to a very low value were presented several years ago in [22]-[23]. These models spontaneously break the Lorentz symmetry, and can be considered as particular cases of more general models considered by Bjorken [24]-[25]. A first obstacle in the original formulation [22]-[23] is that the effective Newton constant $G_{N}$ obtains an unacceptable numerical value [26]. Furthermore, they strongly modified the dispersion relation of gravitational waves and introduce longitudinal components wide beyond the experimental accuracy [26]. However, there exist new scenarios which apparently overcome this problem [27]-31]. It was suggested recently that these models admit an plausible Newtonian limit and give rise to reasonable gravitational waves in (32].

The present work is inspired in the q-models described above, but is not focused in the cosmological constant side. Instead, attention is paid to their Cauchy formulation. The aim is to show that, when some suitable initial conditions are formulated on a Cauchy surface and that the evolution is globally hyperbolic, the solution exists for a proper time $\tau>0$ and is smooth (continuous with all its derivatives continuous). It will be shown that Cauchy problem is well formulated on the Einstein frame.

The structure of the present work is as follows. In section 2 the main equations of the model are derived. These equations are presented in the Einstein frame in section 3. In section 4 it is shown that the resulting system takes the form considered in [47], and it can be shown that there exist a $C^{5}$ solution when the initial conditions are of $C^{4}$ type. The proof of the existence of an smooth solution is given in section 5 and the appendix. In section 5, some theorems due to Ringstrom [11] are employed to show that the resulting system admits solutions with an specific condition, namely, x-compactness. This condition is not satisfyied for a Lorenzian metric in a globally hyperbolic space time. For this reason, this solution should be interpreted as a local one. However, in the appendix it is shown that it is possible to glue the local solutions of x -support found to a global one. It is important to remark that these techniques were used for GR with an scalar field by Ringstrom [11, however the scalar field Ringstrom considers has canonical kinetic energy. Instead, in our formulation in the Einstein frame the resulting theory possess two scalar fields with non canonical kinetic terms. For this reason we analysed carefully the mathematical structure that leads to the Ringstrom results and were able to apply them even when the kinetic terms acquire the non canonical form. Finally, in section 6 the obtained results and further perspectives are discussed.

## 2. The equations defining the model

The present section follows closely the original references [1]-7]. The model to be considered contains several conserved microscopic variables $q^{(a)}$, for $a=1, \ldots, n$, with their corresponding chemical potentials $\mu^{(a)}$. The variables $q^{(a)}$ can be represented by a four-form field $F_{\mu \nu \rho \sigma}^{(a)}$. Define the scalar quantity

$$
\left(\phi_{a}\right)^{2}=-\frac{1}{24} F_{\mu \nu \rho \sigma}^{(a)} F^{(a) \mu \nu \rho \sigma}, \quad F_{\mu \nu \rho \sigma}^{(a)}=\nabla_{[\mu} A_{\nu \rho \sigma]}^{(a)} .
$$

The matter field of the theory is assumed to be an scalar field $\psi(x)$. The action of the four-form fields $F^{(a)}(x)$, the matter field $\psi(x)$, and the gravitational field $g_{\mu \nu}(x)$ is given by

$$
\begin{equation*}
S\left[A^{(a)}, g, \psi\right]=-\int_{\mathbb{R}^{4}} d^{4} x \sqrt{-g}\left[K\left(\phi_{a}\right) R+\epsilon\left(\phi_{a}, \psi\right)+\frac{1}{2} \partial_{\mu} \psi \partial^{\mu} \psi\right] . \tag{2.1}
\end{equation*}
$$

Here $\epsilon\left(\phi_{a}, \psi\right)$ at the moment is an unspecified interaction. In addition $K\left(\phi_{a}\right)$ represents a coupling between the fields $F^{a}$ and the curvature $R$ of the space time. This coupling does not depend on the matter field $\psi(x)$. Starting with this action, the following equations for $F^{a}$ and $\psi$ are obtained

$$
\begin{gather*}
\nabla_{\mu}\left[\frac{\sqrt{-g} F^{(a) \mu \nu \rho \sigma}}{\phi_{a}}\left(\frac{\partial \epsilon}{\partial \phi_{a}}+R \frac{\partial K}{\partial \phi_{a}}\right)\right]=0 \\
\square \psi-\frac{\partial \epsilon}{\partial \psi}=0 . \tag{2.2}
\end{gather*}
$$

Here$=g^{\mu \nu} \nabla_{\mu} \nabla_{\nu}$ is the standard laplacian in four dimensions. The equations describing the gravitational field $g_{\mu \nu}$ are given by

$$
\begin{equation*}
2 K\left(R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}\right)+R g_{\mu \nu} \sum_{a=1}^{n} \phi_{a} \frac{\partial K}{\partial \phi_{a}}+2\left(\nabla_{\mu} \nabla_{\nu}-g_{\mu \nu} \square\right) K-\widetilde{\epsilon}\left(\phi_{a}, \psi\right) g_{\mu \nu}+T_{\mu \nu}^{\mathrm{M}}=0, \tag{2.3}
\end{equation*}
$$

where the following effective interaction

$$
\widetilde{\epsilon}\left(\phi_{a}, \psi\right) \equiv \epsilon\left(\phi_{a}, \psi\right)-\sum_{b=1}^{n} \phi_{(b)} \frac{\partial \epsilon}{\partial \phi_{(b)}}
$$

and the following scalar-field energy-momentum tensor

$$
T_{\mu \nu}^{\mathrm{M}}=\partial_{\mu} \psi \partial_{\nu} \psi-\frac{1}{2} g_{\mu \nu} \partial_{\rho} \psi \partial^{\rho} \psi
$$

were introduced. These equations are of the Einstein type when the coupling $K\left(\phi_{a}\right)$ is replaced by a simple constant, otherwise they are not. But it will be shown in the next section that there exists a conformal transformation which renders the system to one of the Einstein type, with two scalar fiels with non canonical kinetic terms.

From the definition of the quantities $F^{a}$ it follows that the Maxwell equations may be expressed as follows

$$
\begin{equation*}
\partial_{\mu}\left(\frac{\partial \epsilon}{\partial \phi_{a}}+R \frac{\partial K}{\partial \phi_{a}}\right)=0 . \tag{2.4}
\end{equation*}
$$

These are $4 n$ equations with solutions

$$
\frac{\partial \epsilon}{\partial \phi_{a}}+R \frac{\partial K}{\partial \phi_{a}}=\mu^{(a)}
$$

where the $\mu^{(a)}$ are $n$ integration constants, interpreted as chemical potentials in the original literature [1-7]. After eliminating $\partial K / \partial \phi_{a}$, one finds from the generalized Einstein equations that

$$
\begin{equation*}
-2 K\left(R_{\mu \nu}-\frac{R}{2} g_{\mu \nu}\right)-2\left(\nabla_{\mu} \nabla_{\nu}-g_{\mu \nu} \square\right) K+\left(\epsilon-\sum_{a=1}^{n} \mu^{(a)} \phi_{a}\right) g_{\mu \nu}=T_{\mu \nu}^{\mathrm{M}} \tag{2.5}
\end{equation*}
$$

These equations may be obtained from the following effective action

$$
\begin{equation*}
S_{\mathrm{eff}}\left[A^{(a)}, \mu^{(a)}, g, \psi\right]=-\int_{\mathbb{R}^{4}} d^{4} x \sqrt{-g}\left(K R+\epsilon-\sum_{a=1}^{n} \mu^{(a)} \phi_{a}+\frac{1}{2} \partial_{\mu} \psi \partial^{\mu} \psi\right) . \tag{2.6}
\end{equation*}
$$

The $\mu^{(a)} \phi_{a}$ terms in this action do not contribute to the equations of motion. This follows from the fact that

$$
\int_{\mathbb{R}^{4}} d^{4} x \sqrt{|g|} \mu^{(a)} \phi_{a}=-\frac{\mu^{(a)}}{24} e^{\kappa \lambda \mu \nu} \int_{\mathbb{R}^{4}} d^{4} x F_{\kappa \lambda \mu \nu}^{(a)}
$$

The constant $\mu^{(a)}$ is seen to play the role of a Lagrange multiplier related to the conservation of the vacuum charge $\phi_{a}$ [1]-[7].

The potentially large microscopic energy density $\epsilon\left(\phi_{a}, \psi\right)$ in the original action has been replaced by the vacuum energy density enters the effective action namely,

$$
\rho_{\mathrm{V}} \equiv \epsilon\left(\phi_{a}, \psi\right)-\sum_{a=1}^{n} \mu^{(a)} \phi_{a} .
$$

This density may be considerably smaller than the bare vacuum energy, and for this reasons these models are of interest in the context of cancellation or adjustment of the cosmological constant.

It was shown in the original literature that, in certain limit, this model is effectively described by an $F(R)$ theory. It was showed in the literature that $F(R)$ models posses a well posed Cauchy problem [38]-39]. The aim of the present work is to show that q-models posses a well posed Cauchy problem even not when the $F(R)$ limit is reached. Several mathematical results about quasi linear hyperbolic systems will be of importance in establishing these results.

## 3. The model in the Einstein frame

Experience with the $F(R)$ models of gravity suggest that the best way to analyse the Cauchy problem for these theories is to go to the Einstein frame. This is obtained by following conformal transformation $\Omega^{2}=\frac{2 K}{M_{p}^{2}}$, with $K=K\left(\phi_{1}, \ldots \phi_{n}\right)$ the coupling of the curvature $R$ to the fields. After this conformal transformation the Lagrangian corresponding to the action (2.6) takes the form

$$
\mathcal{L}=\frac{M_{p}^{2}}{2} R-\frac{3}{2} g^{\mu \nu} \nabla_{\mu} \ln \left(\frac{2 K}{M_{p}^{2}}\right) \nabla_{\nu} \ln \left(\frac{2 K}{M_{p}^{2}}\right) \frac{M_{p}^{2}}{2}-\frac{M_{p}^{2}}{4 K} \partial_{\mu} \psi \partial^{\mu} \psi-\frac{M_{p}^{4}}{4 K^{2}}\left(\epsilon-\mu^{(a)} \phi_{a}\right),
$$

with $a=1, \ldots, n$. By making the further field redefinition

$$
\eta=\frac{\sqrt{3} M_{p}}{2} \ln \left(\frac{2 K}{M_{p}^{2}}\right), \quad \longleftrightarrow \quad K=\frac{M_{p}^{2}}{2} \exp \left(\frac{2 \eta}{\sqrt{3} M_{p}}\right)
$$

the last lagrangian may be expressed as follows

$$
\begin{equation*}
\mathcal{L}=\frac{M_{p}^{2}}{2} R-\frac{1}{2} \partial_{\mu} \eta \partial^{\mu} \eta-\frac{1}{2} \exp \left(-\frac{2 \eta}{\sqrt{3} M_{p}}\right) \partial_{\mu} \psi \partial^{\mu} \psi-\exp \left(\frac{4 \eta}{\sqrt{3} M_{p}}\right)\left(\epsilon-\mu^{(a)} \phi_{a}\right) \tag{3.7}
\end{equation*}
$$

This model corresponds to two scalar fields $\eta$ and $\psi$, one of them with a non canonical kinetic term. The kinetic terms of both scalar fields can be combined into a two dimensional sigma model target space with metric $g_{i j}=\operatorname{diag}\left(1, \exp \left(-\frac{2 \eta}{\sqrt{3} M_{p}}\right)\right)$ with $i=1,2$. The function

$$
\begin{equation*}
U_{e f f}=\exp \left(\frac{4 \eta}{\sqrt{3} M_{p}}\right)\left(\epsilon-\mu^{(a)} \phi_{a}\right), \tag{3.8}
\end{equation*}
$$

represents the effective potential for the scalar fields.
There is a one to one correspondence between the fields $K$ and $\eta$. Both fields are functions of all the $n$ auxiliary fields $\phi_{a}$. On the other hand one may consider one of the fields, say $\phi_{n}$, as a function of $\phi_{1}, \ldots, \phi_{n-1}, \eta$. This may be possible only locally, by assuming that the coupling $K$ is a function of the fields $\phi_{a}$ for which the implicit function theorem applies. A favourable possibility may be when one of the fields, say $\phi_{n}$ is related to the others and to $K$ by a relation with a single branch. If this situation is not realized for these fields, care should be taken concerning the following discussion.

If the field redefinition of the previous paragraph is possible, then the constraints of the model

$$
\frac{\delta \mathcal{L}}{\delta \phi_{a}}=0, \quad a=1, \ldots, n-1
$$

are equivalent to the following system

$$
\begin{equation*}
\frac{\partial \epsilon}{\partial \phi_{a}}+\frac{\partial \epsilon}{\partial \phi_{n}} \frac{\partial \phi_{n}}{\partial \phi_{a}}=\mu^{a} \tag{3.9}
\end{equation*}
$$

Note that now there are $n-1$ constraints, since $\phi_{n}$ is now locally a function of $\eta$ and this last field is dynamical in the new reference frame.

Concerning the dynamical fields, the equation of motion $\frac{\delta \mathcal{L}}{\delta \eta}=\nabla_{\mu}\left(\frac{\delta \mathcal{L}}{\delta \partial_{\mu} \eta}\right)$ is equivalent to

$$
\begin{gather*}
-\square \eta=\frac{1}{\sqrt{3} M_{p}} \exp \left(-\frac{2 \eta}{\sqrt{3} M_{p}}\right) \partial_{\mu} \psi \partial^{\mu} \psi+\frac{4}{\sqrt{3} M_{p}} \exp \left(-\frac{4 \eta}{\sqrt{3} M_{p}}\right)\left(\epsilon-\mu^{(a)} \phi_{a}\right)  \tag{3.10}\\
-\exp \left(-\frac{4 \eta}{\sqrt{3} M_{p}}\right)\left(\frac{\partial \epsilon}{\partial \eta}-\mu^{(n)} \frac{\partial \phi_{n}}{\partial \eta}\right) . \tag{3.11}
\end{gather*}
$$

On the other hand, the equations $\frac{\delta \mathcal{L}}{\delta \psi}=\nabla_{\mu}\left(\frac{\delta \mathcal{L}}{\delta \partial_{\mu} \psi}\right)$ are

$$
\begin{equation*}
\square \psi-\frac{2}{\sqrt{3} M_{p}} \partial_{\mu} \eta \partial^{\mu} \psi=\exp \left(-\frac{2 \eta}{\sqrt{3} M_{p}}\right) \frac{\partial \epsilon}{\partial \psi} . \tag{3.12}
\end{equation*}
$$

Finally, the variation with respect to the metric gives us the Einstein's equations

$$
R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R=G_{N}\left[\partial_{\mu} \eta \partial_{\nu} \eta+\exp \left(-\frac{2 \eta}{\sqrt{3} M_{p}}\right) \partial_{\mu} \psi \partial_{\nu} \psi-\frac{1}{2} g_{\mu \nu} g^{\alpha \beta} \partial_{\alpha} \eta \partial_{\beta} \eta\right.
$$

$$
\begin{equation*}
\left.-\frac{1}{2} g_{\mu \nu} g^{\alpha \beta} \exp \left(-\frac{2 \eta}{\sqrt{3} M_{p}}\right) \partial_{\alpha} \psi \partial_{\beta} \psi-\exp \left(-\frac{4 \eta}{\sqrt{3} M_{p}}\right) g_{\mu \nu}\left(\epsilon-\mu^{a} \phi_{a}\right)\right] \tag{3.13}
\end{equation*}
$$

The energy-momentum tensor of the matter fields can be read from the last expression, the result is

$$
\begin{gathered}
T_{\mu \nu}=2\left(\frac{1}{2} \partial_{\mu} \eta \partial_{\nu} \eta+\frac{1}{2} \exp \left(-\frac{2 \eta}{\sqrt{3} M_{p}}\right) \partial_{\mu} \psi \partial_{\nu} \psi\right) \\
-g_{\mu \nu}\left(\frac{1}{2} \partial_{\alpha} \eta \partial^{\alpha} \eta+\frac{1}{2} \exp \left(-\frac{2 \eta}{\sqrt{3} M_{p}}\right) \partial_{\alpha} \psi \partial^{\alpha} \psi+\exp \left(-\frac{4 \eta}{\sqrt{3} M_{p}}\right)\left(\epsilon-\mu^{a} \phi_{a}\right)\right) .
\end{gathered}
$$

Its trace is

$$
T=-G_{N}\left[g^{p q} \partial_{p} \eta \partial_{q} \eta+\exp \left(-\frac{2 \eta}{\sqrt{3} M_{p}}\right) g^{p q} \partial_{p} \psi \partial_{q} \psi+4 \exp \left(-\frac{4 \eta}{\sqrt{3} M_{p}}\right)\left(\epsilon-\mu^{a} \phi_{a}\right)\right]
$$

In these terms the Einstein equation may be expressed equivalently as $R_{\mu \nu}=T_{\mu \nu}-\frac{1}{2} g_{\mu \nu} T$. Explicitly

$$
\begin{equation*}
R_{\mu \nu}=G_{N}\left[\partial_{\mu} \eta \partial_{\nu} \eta+\exp \left(-\frac{2 \eta}{\sqrt{3} M_{p}}\right) \partial_{\mu} \psi \partial_{\nu} \psi+\exp \left(-\frac{4 \eta}{\sqrt{3} M_{p}}\right) g_{\mu \nu}\left(\epsilon-\mu^{a} \phi_{a}\right)\right] \tag{3.14}
\end{equation*}
$$

The main task is to present some existence theorems related to the derived system of equations (3.9)(3.14).

## 4. The equations of the model as a quasi linear system

### 4.1 The existence of $C^{4}$ solutions

In this section the previous system will be expressed in the form of a quasi linear hyperbolic system. The advantage of doing this is that several results about these type of systems are known in the literature. A quasi linear hyperbolic system is one of the form

$$
\begin{equation*}
A^{\mu \nu}\left(x, t, u_{i}\right) \frac{\partial u_{q}}{\partial x^{\mu} \partial x^{\nu}}=f_{q}\left(u_{i}, \partial u_{i}\right) \tag{4.15}
\end{equation*}
$$

where $u_{q}$ with $q=1, . ., n$ constitute the $n$-unknowns. Here the matrix $A^{p q}$ is the same for all the equations $q=1, . . n$ and it is of normal hyperbolic type, that is $A_{44} \leq 0$ and $A_{i j} x^{i} x^{j}$ is a positive definite form, with the latin indices indicating spatial directions.

There are several steps required in order to convert the system of equations of the previous section into one of the form (4.15). For this, it is mandatory to choose a coordinate system. One choice that it is convenient for this purpose is the harmonic gauge $\square x^{\mu}=0$, which implies that the quantity $F^{i}=g^{p q} \Gamma_{p q}^{i}=0$. In this gauge, the Ricci tensor for a generic metric $g_{\mu \nu}$ can be written as

$$
\begin{equation*}
R^{\mu \nu}=-\frac{1}{2} g^{\alpha \beta} \partial_{\alpha} \partial_{\beta} g^{\mu \nu}+Q^{\mu \nu}(g, \partial g) \tag{4.16}
\end{equation*}
$$

where the quantity

$$
Q^{\mu \nu}=g^{\alpha \beta}\left[\Gamma_{\alpha \gamma}^{\mu} \partial_{\beta} g^{\nu \gamma}+\Gamma_{\alpha \gamma}^{\nu} \partial_{\beta} g^{\mu \gamma}-2 \Gamma_{\alpha \beta}^{\gamma} \partial_{\gamma} g^{\nu \mu}\right]
$$

has been introduced. That means that the Ricci tensor in these coordinates becomes a quasi-diagonal second-order operator for the components of $g$. In these terms the Einstein equation (3.14) may be expressed as

$$
\begin{equation*}
g^{\alpha \beta} \partial_{\alpha} \partial_{\beta} g_{\mu \nu}=B_{\mu \nu}\left(g, \eta, \psi, \phi_{a}, \partial \eta, \partial \psi\right), \tag{4.17}
\end{equation*}
$$

with $B_{\mu \nu}$ given explicitly by

$$
B_{\mu \nu}=G_{N}\left[\partial_{\mu} \eta \partial_{\nu} \eta+\exp \left(-\frac{2 \eta}{\sqrt{3} M_{p}}\right) \partial_{\mu} \psi \partial_{\nu} \psi+\exp \left(-\frac{4 \eta}{\sqrt{3} M_{p}}\right) g_{\mu \nu}\left(\epsilon-\mu^{a} \phi_{a}\right)\right]-Q_{\mu \nu}(g, \partial g) .
$$

On the other hand, by taking into account that

$$
\square \psi=g^{\mu \nu} \partial_{\mu} \partial_{\nu} \psi+\Gamma^{\alpha} \partial_{\alpha} \psi, \quad \Gamma^{\alpha}=\frac{1}{\sqrt{|g|}} \frac{\partial}{\partial x^{\beta}}\left(\sqrt{|g|} g^{\alpha \beta}\right),
$$

and the analogous formulas for $\eta$, it follows that the equations (3.10), (3.12), (3.9) reduce to the following system of second order partial differential equations

$$
\begin{align*}
g^{\alpha \beta} \partial_{\alpha} \partial_{\beta} g_{\mu \nu} & =B_{\mu \nu}\left(g, \eta, \psi, \phi_{a}, \partial g, \partial \eta, \partial \psi\right), \\
g^{\alpha \beta} \partial_{\alpha} \partial_{\beta} \eta & =C\left(g, \eta, \psi, \phi_{a}, \partial g, \partial \eta, \partial \psi\right),  \tag{4.18}\\
g^{\alpha \beta} \partial_{\alpha} \partial_{\beta} \psi & =D\left(g, \eta, \psi, \phi_{a}, \partial g, \partial \eta, \partial \psi\right) .
\end{align*}
$$

Here $B_{\mu \nu}$ was defined above and

$$
\begin{align*}
C= & -\Gamma^{\alpha} \partial_{\alpha} \psi-\frac{1}{\sqrt{3} M_{p}} \exp \left(-\frac{2 \eta}{\sqrt{3} M_{p}}\right) \partial_{\mu} \psi \partial^{\mu} \psi-\frac{4}{\sqrt{3} M_{p}} \exp \left(-\frac{4 \eta}{\sqrt{3} M_{p}}\right)\left(\epsilon-\mu^{(a)} \phi_{a}\right)  \tag{4.19}\\
& -\exp \left(-\frac{4 \eta}{\sqrt{3} M_{p}}\right)\left(\frac{\partial \epsilon}{\partial \eta}-\mu^{(n)} \frac{\partial \phi_{n}}{\partial \eta}\right), \\
D= & -\Gamma^{\alpha} \partial_{\alpha} \psi+\frac{2}{\sqrt{3} M_{p}} \partial_{\mu} \eta \partial^{\mu} \psi+\exp \left(-\frac{2 \eta}{\sqrt{3} M_{p}}\right) \frac{\partial \epsilon}{\partial \psi} . \tag{4.20}
\end{align*}
$$

This should be supplemented by the $n-1$ constraint equations

$$
\frac{\partial \epsilon}{\partial \phi_{a}}+\frac{\partial \epsilon}{\partial \phi_{n}} \frac{\partial \phi_{n}}{\partial \phi_{a}}=\mu^{a}, \quad a=1, . ., n-1,
$$

and thus $\phi_{a}=\phi_{a}(\eta)$. By assuming that the auxiliary fields are eliminated as functions of $\eta$, one may define the unknowns $u_{q}=\left(g_{\mu \nu}, \psi, \eta\right)$ and $f_{q}=\left(B_{\mu \nu}, C, D\right)$. In these terms the last system can expressed as

$$
g^{\mu \nu} \frac{\partial u_{q}}{\partial x^{\mu} \partial x^{\nu}}=f_{q}\left(u_{l}, \partial u_{l}\right) .
$$

This is of the form of an hyperbolic quasi linear second order system (4.15), which is what we were looking for.

The systems of the form (4.15) were studied in [46] and in the context of pure GR in [47]. From these references it is inferred that there exists some conditions for which the evolution is well defined. First, one chooses an achronal surface $S$ with normal $n$ for which the initial data is settled. By use of the synchronous coordinate system

$$
g=-d t^{2}+g_{i j}\left(t, x^{i}\right) d x^{i} d x^{j},
$$

the initial surface can be defined by the simple equation $t=0$. The initial values will be denoted as $\phi_{i}=W_{i}$ and $\chi_{i}=\partial_{t} W_{i}$. By definition it is seen that both $\phi_{i}$ and $\psi_{i}$ are quantities defined on $S$. The first assumption is that, in a domain $D$, in the initial surface $S$ defined by $\left|x^{i}-x_{0}^{i}\right| \leq d$ with $d$ a constant, the functions $\phi_{i}$ and $\chi_{i}$ are differentiable up to fifth and fourth order. These functions are supposed to satisfy the Lipshitz condition $\left|\phi_{i}(x)-\phi_{i}\left(x^{\prime}\right)\right| \leq M\left|x-x^{\prime}\right|$ and $\left|\chi_{i}(x)-\chi_{i}\left(x^{\prime}\right)\right| \leq M\left|x-x^{\prime}\right|$ in all their arguments. Furthermore, for the values defined by

$$
\left|W_{i}-\phi_{i}\right| \leq l, \quad\left|\partial_{t} W_{i}-\chi_{i}\right| \leq l, \quad\left|\frac{\partial W_{i}}{\partial x^{j}}-\frac{\partial \phi_{i}}{\partial x^{j}}\right| \leq l,
$$

in the domain

$$
\left|x^{i}-x_{0}^{i}\right| \leq d, \quad|t| \leq \epsilon,
$$

it is assumed that $g_{00}<0$ and $g_{i j} \xi^{i} \xi^{j}>0$ and that both $g_{\mu \nu}$ and $f_{i}$ have derivatives up to fourth orders, continuous and bounded, and satisfying the Lipschitz condition. Under these assumptions there exists an unique solution of the system of differential equations, with continuous and bounded derivatives up to fourth order, in a region

$$
\left|x^{i}-x_{0}^{i}\right| \leq d, \quad|t| \leq \eta\left(x^{\prime}\right) .
$$

Note that this result does not insure that the degree of regularity of the initial condition is preserved for the evolution, since it ensures that the fields of the model are $C^{4}$ while the initial condition is assumed to be $C^{5}$.

It should be emphasized that the Lipschitz condition is equivalent to a restriction of the coupling $\epsilon(\psi, \eta)$. But since we are going to prove the existence of smooth solutions below, we postpone the analysis of these restrictions till later on.

### 4.2 The use of harmonic coordinates

There is still a further aspect to be analysed. In deriving the existence result of the previous paragraph, the harmonic gauge $F^{\mu}=0$ has been employed at $t=0$ and it was assumed that it holds during the evolution of the resulting space time. When this gauge is taken into account, the resulting coupled Einstein system becomes a quasi linear hyperbolic one, and a local solution exits which is differentiable up to fourth order. However, this does not imply that the gauge $F^{\mu}=0$ will be satisfied during the evolution at $t>0$, even though if this condition holds at $t=0$. If this inconsistency appears, then the solution of (4.18) is not a solution of the q-theory. Such solution would be clearly unphysical. Thus, the evolution of the quantity $F^{\mu}$ should be analysed separately. For this, recall that the Ricci tensor $R^{\mu \nu}$ corresponding to $g_{\mu \nu}$ is explicitly

$$
\begin{equation*}
R^{\mu \nu}=-\frac{1}{2} g^{\alpha \beta} \partial_{\alpha} \partial_{\beta} g^{\mu \nu}+Q^{\mu \nu}(g, \partial g)+\frac{1}{2}\left(g^{\beta \mu} \partial_{\beta} F^{\nu}+g^{\beta \nu} \partial_{\beta} F^{\mu}\right) . \tag{4.21}
\end{equation*}
$$

It is just when the harmonic gauge $F^{\mu}=0$ is imposed that the last expression reduces to (4.16), which is the expression employed to derive the system (4.18). Define

$$
R_{F}^{\mu \nu}=-\frac{1}{2} g^{\alpha \beta} \partial_{\alpha} \partial_{\beta} g^{\mu \nu}+Q^{\mu \nu}(g, \partial g) .
$$

Then $R_{F}^{\mu \nu}=R^{\mu \nu}$ if the harmonic gauge $F^{\mu}=0$ holds. In general, the Einstein equations are equivalent to

$$
R_{F}^{\mu \nu}-\frac{1}{2} g^{\mu \nu} R_{F}-T^{\mu \nu}=\frac{1}{2}\left(g^{\mu \alpha} \partial_{\alpha} F^{\nu}+g^{\nu \alpha} \partial_{\alpha} F^{\mu}-g^{\mu \nu} \partial_{\alpha} F^{\alpha}\right),
$$

while the system (4.18) solved above implies that

$$
\begin{equation*}
R_{F}^{\mu \nu}-\frac{1}{2} g^{\mu \nu} R_{F}-T^{\mu \nu}=0 \tag{4.22}
\end{equation*}
$$

Thus, there is an inconsistency unless $F^{\mu}=0$ for all times where the solution exists. One tool for proving that $F^{\mu}=0$ for $t>0$ is the identity

$$
\nabla^{\mu}\left(R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R-T_{\mu \nu}\right)=0
$$

which is satisfied for a true Einstein solution. This, together (4.22) with the last identity implies that $F^{\mu}$ satisfies the following equation

$$
g^{\mu \nu} \partial_{\mu} \partial_{\nu} F^{\alpha}+A_{\gamma}^{\alpha \beta} \partial_{\beta} F^{\gamma}=0,
$$

for the true solution. Here $A_{\gamma}^{\alpha \beta}$ are some quantities depending on the metric tensor and its derivatives. The important point is that this system is also of the form (4.15). Now, the hamiltonian constraint $R^{0 \mu}-\frac{1}{2} g^{0 \mu} R-T^{0 \mu}=0$ on the initial surface implies that $\partial_{t} F^{\mu}=0$ at $t=0$. This, together with the uniqueness property for the systems (4.15) and the condition $F^{\mu}=0$ at $t=0$ imply that $F^{\mu}=0$ at the times $t \geq 0$ where the solution of (4.18) exists. Thus, no inconsistency appears and the solution characterized in this section is a physical one. This is a very important point about the harmonic gauge.

## 5. Local theorems on existence

There exist a technique for reducing second order systems to first order one, which may be easier to deal with [9]-10]. These techniques were applied for studying asymptoticall flat solutions in GR in [8] for single scalar fields and other situations in [40]-[42]. In addition, the Cauchy problem for Hordeski theories was analysed in [44] when the gravitational field is weak. The approach of [40]-42] requires to use an vierbein formalism for the metric, and it is likely that these methods may be applied here. But we will not pursue these methods here. Instead we will consider the techniques for second order systems given in [11], which deals directly with the second order system.

The general form of the system (4.18) is the following

$$
\begin{equation*}
g^{\mu \nu}(x, t, u) \partial_{\mu} \partial_{\nu} u(x, t)=f\left(x, t, u, \partial_{\alpha} u\right) . \tag{5.23}
\end{equation*}
$$

Here $u=\left(g_{\mu \nu}, \psi, \eta\right)$ represent the unknowns and $f=\left(B_{\mu \nu}, C, D\right)$ represents the non linearity. The quantities $g^{\mu \nu}(x, t, u)$ are the inverse of the metric tensor $g_{\mu \nu}$, thus, $g^{\mu \nu}\left(g_{\alpha \beta}\right)$. Denote the initial conditions by

$$
\begin{equation*}
u\left(x, T_{0}\right)=U_{0}, \quad \partial_{t} u\left(x, T_{0}\right)=U_{1} \tag{5.24}
\end{equation*}
$$

Under certain specific circumstances, it can be proved that the system (5.23) has a local solution. It is convenient at this stage to introduce the vector

$$
\xi=\left(g_{\mu \nu}, \partial_{\alpha} g_{\mu \nu}, \eta, \psi, \partial_{\mu} \psi, \partial_{\mu} \eta\right) .
$$

The introduction of this vector function facilitates the introduction of some relevant definitions and the statement of the proposition given below.

First consider the map $g_{\mu \nu} \in C^{\infty}\left(\mathbb{R}^{n N+2 N+n+1}, L_{n}\right)$, where $L_{n}$ denotes the space of canonical $(n+1) \times(n+1)$ Lorentz matrices. Assume that these quantities satisfy

$$
\left|\partial^{\alpha} g_{\mu \nu}(x, t, \xi)\right| \leq h_{I, \alpha}(|\xi|),
$$

where $(x, t)$ are local coordinates on $\mathbb{R}^{n+1}$ and $\xi$ parametrize the coordinates of $\mathbb{R}^{n N+2 N}$. Here $I=\left[T_{1}, T_{2}\right]$ is any compact time interval and $h_{I, \alpha}: \mathbb{R} \rightarrow \mathbb{R}$ are continuous increasing functions for every multi index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n N+2 N+n+1}\right)$. Suppose that for any compact interval $I$ there are constants $a_{i} \geq 0$ with $i=1,2,3$ such that

$$
g_{00} \leq-a_{1}, \quad \operatorname{det} g_{i j} \geq a_{2}, \quad \sum_{(\mu, \nu)=0}^{n}\left|g_{\mu \nu}\right| \leq a_{3}
$$

The quantities satisfying the last condition are known as $C_{n, a}$ metrics, and the metrics satisfying all of the aformentioned assumptions are known as $C^{\infty} N, n$ admissible metrics. Furthermore, for the non-linearity $f$ is assumed that

$$
\begin{equation*}
\left|\partial^{\alpha} f(x, t, \xi)\right| \leq \bar{h}_{I, \alpha}(|\xi|), \tag{5.25}
\end{equation*}
$$

with $\bar{h}_{I, \alpha}(|\xi|)$ functions of the same type as the $h_{I, \alpha}(|\xi|)$ above, and the time interval $I$ is also compact. In addition $f(x, t, \xi)$ is such that for each compact interval $I$, there exist a compact set $K \subset \mathbb{R}^{3}$ such that $f(x, t, 0)=0$ for any $x$ outside $K$ and $t \in I$. Such functions are known as locally of $x$-compact support. In these terms the following proposition may be stated, as in chapter 9 of the reference [11.
Proposition 1. Under conditions stated above, let $U_{0}, U_{1} \in C^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}^{N}\right)$ and $T_{0} \in \mathbb{R}$. Then there exist two times $T_{1}$ and $T_{2}$ such that $T_{1}<T_{0}<T_{2}$ for which there is a unique $C^{\infty}$ solution $u$ of the system (5.23) and (5.24). This solution is of $x$-compact support.

It should be emphasized that the $x$-compact support is a rather technical one. Its importance is due to the fact that a function $u: R^{n+1} \rightarrow R^{m}$ can be viewed as an element of $C^{l}\left[R, H^{k}(n, m)\right]$ for every value of $l$ and $k$. This plays an important role in the proof of the proposition, as it can be seen by reading the chapter 8 and 9 of [11].

Given this result, the first task is to check if the system (4.18) describing the q-model is of the form of Proposition 1. First of all, the quantities $B_{\mu \nu}, C$ and $D$ are playing the role of the quantity $f(x, t, \xi)$ of the proposition. Thus one should check if these are of $x$-compact support, which is one of the assumptions. In order to check the x-compactness consider for instance the quantity $C$ in (4.18). It is given explicitly by

$$
C(\xi)=C\left(g_{\mu \nu}, \partial_{\alpha} g_{\mu \nu}, \eta, \psi, \partial_{\mu} \psi, \partial_{\mu} \eta\right)=-\Gamma^{\alpha} \partial_{\alpha} \psi+\frac{2}{\sqrt{3} M_{p}} \partial_{\mu} \eta \partial^{\mu} \psi+\exp \left(-\frac{2 \eta}{\sqrt{3} M_{p}}\right) \frac{\partial \epsilon}{\partial \psi} .
$$

The quantity $C$ does not depend explicitly on space time coordinates $(x, t)$, the dependence is implicit due to the vector function $\xi$. On the other hand, if $\xi=(0, . ., 0)$, it is clear that

$$
C(0, . ., 0)=\left.\frac{\partial \epsilon}{\partial \psi}\right|_{\psi, \eta=0} \neq 0
$$

The same happens with the quantity $D$, which is explicitly

$$
\begin{aligned}
D=-\Gamma^{\alpha} \partial_{\alpha} \psi-\frac{1}{\sqrt{3} M_{p}} & \exp \left(-\frac{2 \eta}{\sqrt{3} M_{p}}\right) \partial_{\mu} \psi \partial^{\mu} \psi-\frac{4}{\sqrt{3} M_{p}} \exp \left(-\frac{4 \eta}{\sqrt{3} M_{p}}\right)\left(\epsilon-\mu^{(a)} \phi_{a}\right) \\
& -\exp \left(-\frac{4 \eta}{\sqrt{3} M_{p}}\right)\left(\frac{\partial \epsilon}{\partial \eta}-\mu^{(n)} \frac{\partial \phi_{n}}{\partial \eta}\right)
\end{aligned}
$$

From here it is directly deduced that

$$
D(0, . ., 0)=-\left.\left[\frac{4}{\sqrt{3} M_{p}}\left(\epsilon-\mu^{(a)} \phi_{a}\right)+\left(\frac{\partial \epsilon}{\partial \eta}-\mu^{(n)} \frac{\partial \phi_{n}}{\partial \eta}\right)\right]\right|_{\psi, \eta=0} \neq 0
$$

Therefore, it seems that the $x$-support condition is spoiled in our system. However, this reasoning should be taken with care, since one can redefine the fields by making a shift $\psi \rightarrow \psi-\psi_{0}$, and $\eta \rightarrow \eta-\eta_{0}$. In particular, there exist a choice $\psi_{0}, \eta_{0}$ such that the quantities given above evaluated at these field values are zero. These fields are the minima of the effective potential $U_{\text {eff }}$ described in (3.8). If one makes the redefinition $\psi \rightarrow \psi-\psi_{0}, \eta \rightarrow \eta-\eta_{0}$ with the fields $\psi_{0}, \eta_{0}$ global minima of (3.8), then the condition

$$
C(0, . ., 0)=D(0, . ., 0)=0
$$

is satisfied. On the other and, the terms in the definition of the quantities $B_{\mu \nu}$ in (4.17) are zero. These quantities are explicitly

$$
B_{\mu \nu}=G_{N}\left[\partial_{\mu} \eta \partial_{\nu} \eta+\exp \left(-\frac{2 \eta}{\sqrt{3} M_{p}}\right) \partial_{\mu} \psi \partial_{\nu} \psi+\exp \left(-\frac{4 \eta}{\sqrt{3} M_{p}}\right) g_{\mu \nu}\left(\epsilon-\mu^{a} \phi_{a}\right)\right]-Q_{\mu \nu}(g, \partial g)
$$

Note that the potentially non zero term is just $\left(\epsilon-\mu^{a} \phi_{a}\right)$, and it is multiplied by $g_{\mu \nu}$. The condition $\xi=(0, . ., 0)$ obviously implies that $g_{\mu \nu}=0$. Thus, the defining quantities $C, D$ and $B_{\mu \nu}$ are all of $x$-compact support when the field redefinition is performed.

A further task is to check that (5.25) also hold. This requires to take derivatives of any order of $C, B_{\mu \nu}$ and $D$. This is cumbersome but straightforward. The process of taking derivatives will result in derivatives the function $\epsilon(\psi, \eta)$ and the fields $\phi_{a}(\eta)$. Thus, the constraint will be satisfied if the function $\epsilon(\psi, \eta)$ and the fields $\phi_{a}(\eta)$ are reasonable, for instance, when they are continuous, smooth and do not posses vertical asymptotes at finite values of the fields $\psi$ and $\eta$. Thus, under more or less generic circumstances, this constraint will take place in the q-models.

There is however one condition that is surely violated. The aim of solving equations (5.23) is to construct a Lorentz space-time metric $g_{\mu \nu}(x, t)$, which is never of $x$-compact support. This is not in agreement with the propositions assumptions. However, the previous proposition allows the construction of the metric $g_{\mu \nu}$ locally, and a global metric may be obtained by a suitable gluing process. This procedure is sketched in the appendix, but full details may be found in [11].

## 6. Discussion

In the present work the Cauchy formulation of $q$-theories was studied in detail. It was shown the existence of a preferred frame, the Einstein frame, where the Cauchy problem is well formulated. The resulting system of equations, in the harmonic gauge, is a quasi-linear hyperbolic one. By use of some modern theorems about non linear second order systems we were able to prove the existence of global smooth solutions, by assuming that the space time manifold is globally hyperbolic. It should be emphasized that there exists a limit for which these theories are described by an $F(R)$ theory, for which the Cauchy problem is well defined. The contribution of this paper is that this problem is well posed even without taking this limit. Further aspects such as the existence of an maximal extension for a given solution, the Cauchy problem for non hyperbolic space times or the appearance of singularities will be considered in a separate publication.
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## A The existence of smooth solutions

In the present work the equation (5.23) played a fundamental role. The left hand side of (5.23) involves the inverse metric $g^{\mu \nu}$, which is a function of the metric $g_{\mu \nu}$ to be solved. The problem is that the obtained solution $g_{\mu \nu}, \psi$ and $\eta$ are of x-compact support. A true space metric is not expected to be of this form. In the book [11 a procedure in order to avoid this problem was presented. The idea is to multiply the equations and the initial conditions by certain suitable functions, which makes the system of compact x-support. After this, by a suitable gluing process, an smooth space time metric which is not of compact support may be constructed. Here we give some more or less detailed account of this procedure, applied to the present case, but further details may be found in the chapters 9 and 14 of the original reference 11.

### 1.1 The local form of the metric

The first task is to define an achronal surface where the initial conditions will be settled. Recall that a given an space time $\left(M, g_{\mu \nu}\right)$ there exists the so called synchronous reference system for which the metric may be expressed as follows

$$
g=-d t^{2}+g_{i j}(t, x) d x^{i} d x^{j} .
$$

The coordinate $t$ represents the proper time and the spatial metric $g_{i j}\left(x_{i}, t\right)$ depends on $t$ as a parameter. This system of coordinates exists locally, that is, it exists in a subset of the space time of the
form $U \times I \subseteq M$ with $I=\left[0, t_{1}\right)$ and $t_{1}>0$. Consider an achronal initial Cauchy surface $\Sigma$, in such a way that the metric is regular on this surface. Given a subset $U \subseteq \Sigma$ there exist a neighbourhood $O$ with synchronous coordinates $\left(x_{i}, t\right)$ such that the subset $U$ is given by the surface $t=0$. Then, one may adapt the arguments given in chapter 9 of [11] to the present situation as follows.

Consider a subset $V \subseteq U$ such that its closure $\bar{V} \subseteq U$. Take a function $\widetilde{g}_{00}$ such that its range is bounded in $[-2,-1 / 4]$ and such that $\widetilde{g}_{00}=g_{00}$ when the value of $g_{00}$ is in the range $[-3 / 2,-1 / 2]$. In addition, define $\widetilde{g}_{0 i}$ such that its range is bounded in $[-2,2]$ and such that $\widetilde{g}_{0 i}=g_{0 i}$ when the value of $g_{0 i}$ is in the range $[-1,1]$. There is nothing special about this choice of intervals, and a continuum of other choices are possible. The important point is however that the interval on which $\widetilde{g}_{0 i}=g_{0 i}$ should contain 0 . Moreover, the range of $\widetilde{g}_{0 i}$ should contain the interval on which $\widetilde{g}_{0 i}=g_{0 i}$, with a margin. Finally consider an open set $R$ of symmetric $3 \times 3$ matrices such that the values of $g_{i j}(x)$ with $x \in \bar{V}$ are in $R$ and the closure of $R$ in the set of $3 \times 3$ matrices is compact and included in the set of positive defined ones. Then, one defines $\widetilde{g}_{i j}=g_{i j}$ when the value of $g_{i j}$ is in $U$ and it is assumed that $\widetilde{g}_{i j}$ has a positive lower bound and a positive upper one. Furthermore, it is assumed that the derivatives of $\widetilde{g}_{\mu \nu}$ with respect to the metric is are of compact support. Then replace $g^{\mu \nu}$ by $\widetilde{g}^{\mu \nu}$ in the system (5.23). Also replace the quantity $f^{\mu}$ by $c f^{\mu}$ with $c \in C_{0}^{\infty}[(-1,1) \times U]$ such that $c$ takes values $[-1 / 2,1 / 2] \times \bar{V}$. The system becomes The general form of the system (4.18) is the following

$$
\begin{equation*}
\widetilde{g}^{\mu \nu}(x, t, u) \partial_{\mu} \partial_{\nu} u(x, t)=c f^{\mu}\left(x, t, u, \partial_{\alpha} u\right) \tag{1.26}
\end{equation*}
$$

In order to apply the Proposition 1 of the text, one must modify the initial conditions by multiplying them by a function $h\left(x_{i}\right)$ which is $C^{\infty}$ and of compact support, and such that $h(q)=1$ for $q \in V$.

$$
\begin{equation*}
u\left(x, T_{0}\right)=h U_{0}, \quad \partial_{t} u\left(x, T_{0}\right)=h U_{1} \tag{1.27}
\end{equation*}
$$

In these terms the Proposition 1 applies and one obtains a local solution. This implies that, for a given point $p$ in $\Sigma$, there exists an open neighbourhood $O$ such that there exist a solution for which $g_{\mu \nu}=\widetilde{g}_{\mu \nu}$ and $h=1$. This is the local form of the metric we were looking for, and it is of $x$-compact support.

### 1.2 Gluing the local metric to a global one

### 1.2.1 Preliminary lemmas

The main task now is to glue the local solution described in the previous paragraph to a global one. But before doing that, it is necessary to state some results about sequence of points. Note that situation described above corresponds to a globally hyperbolic space time which admits an smooth Cauchy hypersurface $\Sigma$ and there exist a metric defined in an open set $U \subseteq M$.

Recall that the $J^{-}(p)$ is the causal past of the point $p$, which is composed for all the points $x$ that they causally precede $p$, that is

$$
J^{-}(p)=\{x \mid \quad x \ll p\} .
$$

Analogous definition holds for $J^{+}(p)$. The chronological past and future of $p$, namely $I^{ \pm}(p)$, is defined by changing the word causally by chronologically in the previous definition. For a subset $S$ of $M$ one defines

$$
J^{ \pm}(S)=\cup_{x \in S} J^{ \pm}(x),
$$

and the analogous hold for $I^{ \pm}(S)$. The future Cauchy development of $S, D^{+}(S)$ is the set of all points $x$ for which every past directed inextendible causal curve through $x$ intersects $S$ at least once. Similarly for the past Cauchy development. The Cauchy development is the union of the future and past Cauchy developments. An space is globally hyperbolic if there exists a surface $\Sigma$ such that $D(\Sigma)=D^{+}(\Sigma) \cup D^{-}(\Sigma)=M$. The surface $\Sigma$ is known as a Cauchy surface of $M$ and if there is one, there is a continuum of them. In these terms, the following two lemmas apply.

Lemma 1.2.1. Given a Cauchy surface $\Sigma$ in a globally hyperbolic space time $(M, g)$, denote its Cauchy development by $D(\Sigma)=D^{+}(\Sigma) \cup D^{-}(\Sigma)=M$. For any point $p \in$ Int $D(\Sigma)-I^{-}(\Sigma)$ the set $J^{-}(p) \cap J^{+}(\Sigma)$ is compact.

The statement of Lemma 1.2 .1 is intuitive by analyzing it in the case of a Minkowski space time, as in this case, the resulting set $J^{-}(p) \cap J^{+}(\Sigma)$ is the intersection of two compact spaces. However, the proof of this statement is not that straightforward for generic globally hyperbolic space times, as it requires to understand the infinite dimensional space of causal curves $C(\Sigma, p)$ connecting $\Sigma$ with $p$ with a given second countable Haussdorf topology and, in particular, to show that it is compact. Details are given in the books [48-51.

Lemma 1.2.2. For a given globally hyperbolic space time ( $M, g$ ) with a smooth Cauchy hypersurface $\Sigma$, consider an open set $U \in M$ and a point $q$ such that $J^{+}(S) \cap J^{-}(q) \in U$. Given a sequence $q_{i} \rightarrow q$ then $J^{+}(S) \cap J^{-}\left(q_{i}\right) \subset U$ for $i \geq i_{0}$.

Proof. Consider a point $q$ which belongs to the causal future $J^{+}(\Sigma)$ of $\Sigma$ and such that $J^{+}(\Sigma) \cap J^{-}(q) \subseteq$ $U$. Then, if there is a future directed time like curve $\gamma$ which connects $q$ with another generic point, say $p$, it follows that $q$ is in the interior of $J^{-}(p)$. Furthermore lemma 1 shows that $J^{-}(p) \cap J^{+}(\Sigma)$ is a compact set, and this will be exploited to prove the assertion. Consider a sequence of points $q_{i}$ in $J^{+}(\Sigma)$ such that $q_{i} \rightarrow q$, then it is not difficult to see that $J^{-}\left(q_{i}\right) \subseteq J^{-}(p)$ when $i>i_{0}$. This follows from the fact that $q$ is the accumulation point of the sequence, and for $i$ large enough, these points will be in the causal past of $p$, as both $p$ and $q$ are connected by a time like curve. It is also intuitive that $J^{-}\left(q_{i}\right) \cap J^{+}(\Sigma) \subseteq U$ when $i>i_{1}$, since we are assuming that $J^{+}(\Sigma) \cap J^{-}(q) \subseteq$ $U$. In fact, suppose that there were a subsequence of points $q_{l}$ such that the corresponding set $J^{-}\left(q_{l}\right) \cap J^{+}(\Sigma)$ contains point $r_{l}$ which are outside $U$ even for $l$ large. Then these points $r_{l}$ are located in $J^{-}(p) \cap J^{+}(\Sigma)-U$, which is a compact set as it is a compact space with a deleted space open space $U$. Thus $J^{-}(p) \cap J^{+}(\Sigma)-U$ contains its accumulation points and the sequence $r_{l}$ converges to a point $r$. Every point $r_{l} \in J^{-}\left(q_{l}\right) \cap J^{+}(\Sigma)-U$ and therefore $r \in J^{-}(q) \cap J^{+}(\Sigma)-U$. But $J^{+}(\Sigma) \cap J^{-}(q) \subseteq U$ and thus, the last statement is inconsistent. This contradiction shows that, in fact, $J^{+}(S) \cap J^{-}\left(q_{i}\right) \subset U$ for $i \geq i_{0}$ and this is precisely the assertion we wanted to prove.

### 1.2.2 The gluing process

Equipped with this lemma, let us return now to the gluing process. The following is an adaptation of some arguments of [11] to the present situation. For this, let $W_{p}$ an open neighbour of $p$ such that its closure is $W$. Then consider the manifold $M=\cup_{p} W_{p}$. Given two sets $W_{p}$ and $W_{q}$ there are two fields $u_{1}$ and $u_{2}$ which are solutions of the corresponding equations. The harmonic coordinate equation is satisfied in both systems. The initial data also coincide in both systems. The main task is to show that the solutions coincide in $\bar{W}_{p} \cap \bar{W}_{q}$. For this one let us define the time interval $I \in[0, \infty)$ for which both solutions coincide in

$$
S_{t}=[0, t] \times \Sigma \cap \bar{W}_{p} \cap \bar{W}_{q},
$$

and also such that

$$
\begin{equation*}
J_{p}^{-}(x) \cap J_{p}^{+}(\Sigma)=J_{q}^{-}(x) \cap J_{q}^{+}(\Sigma), \tag{1.28}
\end{equation*}
$$

for any $x \in S_{t}$. The strategy is to prove that $I$ is open and closed, and non empty, thus it is the full interval where both solutions are defined. To prove that is not empty is immediate. The initial conditions coincide, then $I$ contains the point $t=0$, which is enough to show that it is not empty. On the other hand, the set (1.28) is compact due to the lemma 1 , and a bit of reasoning implies that $I$ should be closed as well. Next, one may prove that $I$ is open. For this, let $x=(t, r)$ be such that $J_{p}^{-}(x) \cap J_{p}^{+}(\Sigma) \subseteq W_{p} \cap W_{q}$. Then the lemma 2 can be applied with the open subset $W_{p} \cap W_{q}$ playing the role of $U$. From this lemma, it is concluded that for the point $x+\delta x=(t+\epsilon, r+\delta(\epsilon))$ one has that $J_{p}^{-}(x+\delta x) \cap J_{p}^{+}(\Sigma) \subseteq W_{p} \cap W_{q}$ if $\epsilon$ is small enough. Thus, the space time extends to the point $x+\delta x$. However, this conclusion does not warrant that the two fields $u_{1}$ and $u_{2}$ coincide for $x+\delta x$. To prove that this is indeed the case, take the point $t$ as a new initial condition. This is valid, since the solutions $u_{1}$ and $u_{2}$ are known to coincide by our assumption up to $t$. Then take the difference between the two solutions $u_{1}$ and $u_{2}$ at $t$. This difference $u_{1}-u_{2}$ is zero a $t$ and their derivatives are also zero at $t$. Thus, by general results about quasi linear hyperbolic systems, it follows that $u_{1}-u_{2}=0$ up to the time where this solutions exist. Thus $u_{1}=u_{2}$ up to

$$
J_{p}^{-}(t+\epsilon, r+\delta(\epsilon)) \cap J_{p}^{+}(\Sigma)=J_{q}^{-}(t+\epsilon, r+\delta(\epsilon)) \cap J_{q}^{+}(\Sigma) .
$$

This implies that, given a time $t \in I$, then $[t, t+\epsilon] \subseteq I$ for $\epsilon$ small enough. This means that $I$ is an open set.

From the paragraph given above, it is clear that $I$ is empty, open and closed, thus $I=[0, \infty)$. This shows that the constructed metric glues properly on $M=\cup_{p} W_{p}$, up to a point where a singularity appears, or at all times if the universe is future eternal.

## References

[1] F. Klinkhamer and G. Volovik, Phys. Rev. D 77 (2008) 085015.
[2] F. Klinkhamer and G. Volovik, Phys. Rev. D 78 (2008) 063528.
[3] F. Klinkhamer and G.Volovik, JETP Lett. 88 (2008) 289.
[4] F. Klinkhamer and G. Volovik Mod. Phys. Lett A 31, 28 (2016) 1650160.
[5] F. Klinkhamer and G. Volovik, JETP Lett. 91 (2010) 259.
[6] F. Klinkhamer and G. Volovik, Phys. Rev. D 79 (2009) 063527.
[7] F. Klinkhamer and G. Volovik, J. Phys. Conf. Ser. 314 (2011) 012004.
[8] J. Marsden A. Fischer Comm. Math. Phys 28 (1972) 1.
[9] M. Taylor. Partial Differential Equations Vol 3. Nonlinear Equations Springer, 2010.
[10] R. Courant and D. Hilbert Methods of Mathematical Physics Vol. 2 Wiley-VCH 1991.
[11] H. Ringstrom The Cauchy Problem in General Relativity European Mathematical Society, 2000.
[12] A.G. Riess et al. Astron. J., 116, 1009-1038, (1998),
[13] S. Perlmutter et al. Astrophys. J., 517, 565-586, (1999).
[14] S. Perlmutter et al. Nature, 391, 51-54 (1998).
[15] V. Rubin and W. Ford, Astrophysical Journal 159 (1970) 379.
[16] V. Rubin, D. Burstein, W. Ford Jr and N. Thonnard, Astrophysics J. 289 (1985) 81.
[17] S. Carroll, W. Press and E. Turner, Annu. Rev. Astron. Astrophys. 30 (1992) 499.
[18] A. Dolgov The very early universe Eds. G. Gibbons, S. Hawking, and S. Tiklos Cambridge University Press 1982.
[19] S. Weinberg, Rev. Mod. Phys. 61 (1989) 1.
[20] A. Dolgov and F. Urban Phys. Rev. D 77 (2008) 083503.
[21] S. Carroll Phys. Rev. Lett. 81 (1998) 3067.
[22] A. Dolgov JETP Lett. 41 (1985) 345.
[23] A. Dolgov Phys. Rev. D 55 (1997) 5881.
[24] J. Bjorken Annals Phys. 24, 174 (1963).
[25] P. Kraus and E. Tomboulis Phys. Rev. D 66, 045015 (2002).
[26] V. Rubakov and P. Tinyakov Phys. Rev. D61 (2000) 087503.
[27] V. Emelyanov and F Klinkhamer Phys. Rev. D 85, 063522 (2012).
[28] V. Emelyanov and F Klinkhamer Int. J. Mod. Phys. D 21 (2012) 1250025.
[29] V. Emelyanov and F. Klinkhamer Phys. Rev. D 85, 103508 (2012)
[30] F. Klinkhamer Phys. Rev. D 85 (2012) 023509.
[31] V. Emelyanov and F. Klinkhamer Phys. Rev. D 86, 027302 (2012).
[32] O. Santillan and M. Scornavacche JCAP 10 (2017) 048.
[33] F. Calogero Phys. Lett. A 238 (1997) 335.
[34] J. Estrada Vigil and L. Masperi Mod. Phys. Lett. A 13 (1998) 423.
[35] J. Frieman, C. Hill and R. Watkins Phys. Rev. D 46 (1992) 1226.
[36] C. Hill and G. Ross Nucl. Phys. B 311 (1988) 253. C. Hill and G. Ross Phys. Lett. B 203 (1988) 125.
[37] L. Gabbanelli and O. Santillan Mod. Phys. Lett. A Vol. 31 No. 25 (2016) 1650143.
[38] S. Capozziello and S. Vignolo Class. Quant. Grav. 26 (2009) 175013.
[39] S. Cappozziello and S. Vignolo Int. J. Geom. Meth. Mod. Phys 8 (2011) 167.
[40] Friedrich, H. and Rendall, A. D. 2000 The Cauchy problem for the Einstein equations. In B. G. Schmidt (ed) Einsteins field equations 18 and their physical implications, Lecture Notes in Physics 540. Springer, Berlin.
[41] A. Rendall Class .Quant. Grav. 23 (2006) 1557.
[42] A. Alho, F. Mena, J. Valiente Kroon, Advances in Theoretical and Mathematical Physics. 21 (2017) 857.
[43] D. Pugliese, J. Valiente Kroon, Gen. Rel. Grav. 45 (2013) 1247.
[44] H. Reall and G. Papallo Phys. Rev. D 96 (2017) 044019.
[45] Y. Choque-Bruhat. General Relativity and the Einstein Equations Oxford Mathematical monographs 2009.
[46] J. Leray Hyperbolic Differential Equations Institute for Advanced Study 1955.
[47] Y. Choquet-Bruhat Acta Math. 88 (1952) 141.
[48] R. Wald General Relativity Chicago University Press 1984.
[49] S. Hawking and The Large Scale Structure of the Space-Time Cambridge Monographs on Mathematical Physics 1973.
[50] J. Beem, P. Ehrlich and K. Easley Global Lorentzian Geometry CRC press 1981.
[51] B. O Neill Semi-Riemannian Geometry with Applications to General Relativity Academic Press 1983.


[^0]:    ${ }^{*}$ Departamento de Matemáticas Luis Santaló (IMAS), UBA CONICET, Buenos Aires, Argentina juli.osorio@gmail.com.
    ${ }^{\dagger}$ Departamento de Matemáticas Luis Santaló (IMAS), UBA CONICET, Buenos Aires, Argentina firenzecita@hotmail.com and osantil@dm.uba.ar.

