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A B S T R A C T

Modelling intracranial aneurysm blood flow after flow diverter treatment has proven to be of great scientific and
clinical interest. One of the reasons for not having CFD as an everyday clinical tool yet is the time required to
set-up such simulations plus the required computational time. The speed-up of these simulations can have a con-
siderable impact during treatment planning and device selection. Modelling flow diverters as a porous medium
(PM) can considerably improve the computational time. Many models have been presented in literature, but
quantitative comparisons between models are scarce.In this study, the untreated case, the explicit definition of
the flow diverter wires as no-slip boundary condition and five different porous medium models were chosen for
comparison, and evaluated on intracranial aneurysm of 14 patients with different shapes, sizes, and locations.
CFD simulations were made using finite volume method on steady flow conditions. Velocities, kinetic energy,
wall shear stress, and computational time were assessed for each model. Then, all models are compared against
the no-slip boundary condition using non parametric Kolmogorov–Smirnov test.The model with least perfor-
mance showed a mean K-S statistic of 0.31 and deviance of 0.2, while the model with best values always gave
K-S statistics below 0.2. Kinetic energy between PM models varied between an over estimation of 218.3% and an
under estimation of 73.06%. Also, speedups were between 4.75x and 5.3x (stdev: 0.38x and 0.15x) when using
PM models.Flow diverters can be simulated with PM with a good agreement to standard CFD simulations were
FD wires are represented with no-slip boundary condition in less than a quarter of the time. Best results were ob-
tained on PM models based on geometrical properties, in particular, when using a heterogeneous medium based
on equations for flat rhomboidal wire frames.

© 2020

1. Introduction

Intracranial aneurysms are malformations in cerebral vessel walls.
To treat them, intravascular devices, such as Flow Diverter (FD) stents,
are deployed in the parent vessel affected by the aneurysm thus mod-
ifying local hemodynamics and redirecting the flow away from the
aneurysm. Computational Fluid Dynamics (CFD) is a non invasive way
to simulate treatment effect on local hemodynamics. To model a FD wire
screen in a CFD finite volume mesh, volumetric element faces are lo-
cally refined and snapped to the nearest wire’s surface, and a no-slip
boundary conditions is set over the surface of the wire. This FD mod-
elling method, subsequently recalled as Boundary Condition Method
(BCM), requires a 2 orders of magnitude finer mesh around each FD
wire than the rest of the vessel. This is because of the difference of size

⁎ Corresponding author.
E-mail address: ndazeo@exa.unicen.edu.ar (N. Dazeo)

between the FD wires and the parent vessel lumen, and the need for a
finer mesh resolution to capture local flow behaviour. This mesh refine-
ment leads to a considerable increase in the computational load. To mit-
igate the increased computational cost associated to a finer mesh, Augs-
burger et al. proposed a coefficient estimation method for modelling FD
as Porous Medium (PM) (Augsburger et al., 2011). Their model is
based on a quadratic fit of pressure drop across the FD screen vs velocity
obtained from simulations of flow across an equivalent FD wire screen
on an ideal channel. Later on, other authors proposed new models based
on FD wire screen geometrical properties to avoid additional simula-
tions (Morales and Bonnefous, 2014; Raschi et al., 2014; Dazeo et
al., 2017; Yadollahi-Farsani et al., 2019; Li et al., 2019). In 2018,
Dazeo et al. compared different PM models in idealised channels, mea-
suring pressure drop and average velocity in the PM zone (Dazeo et al.,
2018a). Those variables are representative in ideal geometries, but not
in anatomically accurate ones. In this work, a comparison between FD
models in patient-specific geometries is implemented and assessed.

https://doi.org/10.1016/j.jbiomech.2020.109945
0021-9290/© 2020.
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2. Materials and methods

2.1. Image acquisition and 3D modelling

Fourteen patients with intracranial aneurysm of different shapes,
sizes, and locations were chosen for the study. The data acquisition pro-
tocol of this retrospective study was approved by the University Hos-
pitals of Tours, Toulouse, France, institutional review board. Pre-treat-
ment anatomical models were generated from 3D Rotational Angiog-
raphy (3DRA) images using an INNOVA 3131 IQTM(General Electric
Healthcare, Milwaukee, USA, ). Vascular anatomy was extracted
from 3DRA images with voxel size of
using threshold-based segmentation (Moyano et al., 2017) Thresh-
old values were chosen by an expert in neurovascular angiography to
best fit the patient’s anatomy depending on contrast density and image
quality. When selecting the threshold value, both the treated vessel and
aneurysm, were considered as the priority to achieve a high quality re-
construction of the local vascular anatomy (Larrabide et al., 2012b).
Some cases needed additional post-processing to achieve a good quality
representation of the anatomy, leading to a post-processing rate similar
to previous studies (Narata et al., 2018). Before preforming the CFD
simulation, each 3D model was then visually validated by expert inter-
ventional neuroradiologists (INR). Streamline visualisation of CFD sim-
ulations was used to classify them into shear-drive and inertia-driven.

2.2. Stent deployment

For each patient’s geometry, the FD stent was deployed virtually
in accordance with clinical procedures and using the process described
by Larrabide et al. (2012a). The FD model represents a typical Sur-
pass FD (Stryker, Kalamazoo, MI, USA) with 48 wires of m
width. The FD diameter was set to fit the parent vessel lumen diame-
ter for a correct apposition of the FD to the arterial wall. For the same
patient-specific geometry several analyses were run, with and without
stent, and for different flow conditions.

2.3. Simulations

The open source Finite Volume software OpenFOAM was used for
CFD simulations. A steady state solver capable of modelling heteroge-
neous PM was implemented and used in all the experiments (Jasak et
al., 2007; Dazeo et al., 2018b).

Morales et al. showed that local differences between Newtonian and
non Newtonian fluids in coiled intracranial aneurysm are not sufficient
to alter the main flow characteristics (Morales et al., 2013). With
this in mind, and because velocities in aneurysms treated with coils are
smaller than velocities in aneurysms treated with FDs, blood behaviour
can be safely assumed as Newtonian in the former. Viscosity was consid-
ered as and density to approxi-
mate physiological range of human blood. Each patient’s inlet flow rate
(q) was set using the following equation proposed by Reneman et al.
(2006), namely:

(1)

were r is the inlet radius and is the wall shear stress with a value of
1.5 Pa, following the methodology proposed by Castro et al. (2009).
Inlet of the geometries was extended to gradually match a circular cross
section. Inlet boundary condition was set, for all models, at a similar lo-
cation of the internal carotid artery. Pressure was set to 0 in all the
outlets.

2.4. Porous Medium models

The goal of this work is to assess how different PM models described
in the literature perform when modelling FD in real geometries. To
model a PM region within the CFD simulation, a Brinkman-Forchheimer
term is added to the momentum equation (Dazeo et al., 2018b):

(2)

where is the velocity, P is the pressure, is the Darcy tensor and is
the Forchheimer tensor. Darcy and Forchheimer tensors have non-zero
values only in the region of the FD screen (Fig. 1a). As described below,
each model proposes a different way to derive the values of and .

2.4.1. Augsburger (A)
Augsburguer et al. modelled the FD screen by the addition of a vis-

cous and an inertial loss to the momentum equation (Augsburger et
al., 2011). These terms contribute to the computation of the pressure
gradient across a porous cell. The FD screen is modelled as a homoge-
neous anisotropic PM region. This implementation requires two coeffi-
cients, both for the viscous and the inertial terms, for the two princi-
pal orthogonal directions. These coefficients need to be computed in-
dependently for each patient as they depend on the portion of the FD
across the neck (i.e., its final shape) once placed inside the patient. In
their work, the authors obtain those coefficients via BCM simulations,
by placing the portion of the FD that covers the aneurysm neck in an
ideally shaped channel with different velocities.

Simulations are done on a pipe of in diameter to as-
sess perpendicular flow, and on a per rectan-
gular pipe to assess parallel flow. The wire screen is then introduced
in both pipes, as shown in Fig. 1c with a no-slip boundary condition.
The authors do not provide details about lateral boundaries nor chan-
nel length and, therefore, slip conditions for the lateral patches and a
channel length of were set. No-slip patches would lead to an
unwanted extra pressure drop.

Then, the relation between velocity and pressure drop for both con-
figurations is computed as:

(3)
where is the velocity vector, d is the viscous (Darcy) term, and f is the
inertial (Forchheimer) term. Finally, tensors and are created from
perpendicular and tangential coefficients. These tensors are aligned to
the perpendicular an tangential directions of the FD screen.

2.4.2. Raschi (R1)
Raschi et al. used hydraulic resistance equations proposed by

Idelchik for wire screens of multiple shapes and sizes to model FD stents
(Raschi et al., 2014; Idelchik and Fried, 1986). In his work, Idelchik
described the general use of PM model to represent flow passing by re-
gions with different shaped and geometries. These equations calculate
Darcy and Forchheimer coefficients from the occupied volume and wet-
ted surface of the wire screen based on its geometrical properties:

(4)

(5)

where and are the dynamic viscosity and the density of the fluid,
and is the width of the porous region. The hydraulic diameter , is
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Fig. 1. (a) Path of deployed wires and Darcy coefficient on each porous cell for R2 model. Rhombus that are more ”closed” result in higher coefficients. (b) Darcy coefficient for models
M1, M2, R1, and R2. Heterogeneous models (M2 and R2) have smaller values near the aneurysm neck than homogeneous models (M1 and R1). (c) Parallel (above) and perpendicular
(below) placement of the stent in the test volumes.

defined as the ratio of four times the void volume to the wetted
surface area :

(6)

being r the strut radio obtained as and the cross-sectional
porosity, defined as the open area by the total area :

(7)

Finally, are geometrical variables that can be obtained
from the deployed FD (Fig. 2).

2.4.3. Morales (M1)
Morales et. al. proposed an analytical model for PM coefficients

based on statistical properties of a deployed FD (Morales and Bon-
nefous, 2014). Authors consider invariant Darcy and Forchheimer co-
efficients obtained from an average FD screen porosity , namely:

(8)

(9)

where t is the wire width.
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Fig. 2. (a) Configuration of flattened braided mesh. (b) Geometrical variables obtained from the deployed FD. (c) Darcy estimation of R2. Each rhombus is divided into 8 triangles (blue
lines), the coefficient is computed for each triangle, using the larger angle and strut/rhombus morphological properties. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)

2.5. Heterogeneous variants (R2 and M2)

More recently, Farsani et al. proposed using different coefficients for
each PM finite volume element considering the local FD screen config-
uration, thus creating an heterogeneous variant (Yadollahi-Farsani et
al., 2019). Following this approach, both models based on FD screen
geometrical properties (R1 and M1) were adapted to incorporate the
local heterogeneity considering variations in the local screen geome-
try when calculating the corresponding coefficients. This can be seen in
Fig. 1b. To achieve a smoother discretization of the PM, each rhom-
bus is divided into eight triangles as shown in Fig. 2c (blue lines).
Darcy and Forchheimer coefficients are computed for each triangle, us-
ing the larger angle and the local wire/rhombus morphology. For exam-
ple, as shown in Fig. 2c, for a triangle with angle , a wire width of

and a length of , the corresponding hydraulic
diameter and Darcy coefficient for R2 are given by:

This results in two heterogeneous PM variants (R2 and M2), which were
also studied.

2.6. CFD variables studied

Steady state simulations provide converged pressure and velocity
fields. These variables need to be compared between models to prop-
erly assess differences between PM models. Because velocity and pres-
sure are coupled, i.e. the first imply changes in the former, only velocity
fields were directly compared and presented in the manuscript.

Velocity is a volumetric, 3 component, vector field that describes a
fluid in motion. The velocity at the aneurysm sac is typically dumped
after placement of the FD stent is deployed (Larrabide et al., 2013).
This effect is expected to be stronger when the wire screen is simulated
using PM. To compare the velocity fields between PM and BCM, veloc-
ity magnitude is probed over a uniformly distributed cloud of points in
the aneurysm sac.

When analysing hemodynamic properties of an aneurysm, there is
a special interest in the aneurysm dome and wall, as this is the region
where rupture and thrombus formation typically occur. Therefore, a
cloud of uniformly distributed points was created within each aneurysm
and then is partitioned in regions in two different ways. The first parti-
tion considers the distance to the aneurysm wall, considering in the wall
region the of the points closer to it, and the core region with the re-
maining points (Fig. 3a). The second partition separates the aneurysm
in three by the distance to the neck geometrical center: the neck region
comprises a third of the points closer to its geometrical center, a central
region with the second third of points, and a dome region with the re-
minder (Fig. 3b).
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Fig. 3. (a) Aneurysm partition by distance to the wall: core ( ) and wall ( ). (b) Aneurysm partition by distance to the neck geometrical center: Neck, center, and dome ( each).

2.7. Time

Reduction of computational cost is perhaps the main goal of PM for
modelling FD, which is expected to reduce computational load while
easing the mesh generation process. Therefore, to produce a fair com-
parison, each simulation was run on the same processor, an Intel(R)
Xeon(R) E5-2650 v4 CPU on a single thread.

2.8. Mesh generation

Unstructured volumetric meshes were created with snappyHexMesh
tool. An additional level of refinement, doubling the number of ele-
ments, was done for each patient to assess discretization size. All mod-
els were then simulated on the refined meshes. The probed velocities on
each model between the coarser and the refined mesh were compared.
A relative error for each probed position ( ) between refinements for
each model was calculated as:

(10)

where is the velocity probed on the refined mesh and is the ve-
locity probed for the coarse mesh. There was an average relative error
between probes of and a standard deviation of . The un-
treated case and PM models had elements, while BCM meshes
had elements, in average. This difference is due to the need for
a more refined mesh close to the wires. While approaching a FD wire,
the refinement level is doubled every two cells, until cell size becomes
at least .

3. Results

3.1. Velocity

For all probes positions, velocity was compared between every PM
model and BCM. The normalised velocity distributions are shown in
Fig. 4. The dashed line represents a perfect match between the each PM
model (separated by colour) and BCM. Points below this line were un-
derestimated, while points above the line correspond to overestimated
velocities by the PM model. M1 and M2 show bigger velocities than
BCM in most of the cases. Velocities differ between this two models in
patient 12, and lower for M1 in patients 01 and 14. On the right side
of the dashed line, are most of A velocity probes. This means the model
predicts lower velocities than BCM. There are exceptions in patients 03
and 08, were velocities are larger, and patient 12 were values are more
spread. Closer to the dashed line are R1 and R2, with a better resem-
blance of BCM than the other PM models. These differences between
any PM model m and BCM are presented in Table 1, and computed as

(11)

where is the kinetic energy for the model m. The table shows how
much bigger (positive values) or smaller (negative values) than BCM is
the kinetic energy for each model m.

To quantify the similarity between PM models and BCM, the non
parametric Kolmogorov–Smirnov test was used. The velocity distribu-
tion of each patient with each PM model was compared to the veloc-
ity distribution of the same geometry using BCM. Because blood mo-
tion presents different behaviour in different regions of the aneurysm,
the tests are run in blocks by region. Also, data is grouped by flow
type, namely: inertia-driven and shear-driven. The resultant statistics are
shown in Fig. 5, showing similar behaviour in all regions. The untreated
case has the largest difference to BCM, with a median larger than in
all regions. This differences are followed by A with a median between

and . M1 and M2 show better results than A, with the homo-
geneous version rendering the best results. R2 clearly outperforms other
models when compared to BCM, with a maximum statistic of at the
neck for shear-driven flow and in the center region for inertia-dri-
ven. All models show better agreement near the wall (mean , me-
dian ). For shear-driven flow, the worst approximation is near the
neck (mean , median ), while for inertia-driven flow this occurs at
the center of the aneurysm (mean , median ).

3.2. Wall Shear Stress (WSS)

In Table 2 relative error values of WSS vs BCM over the aneurysm’s
wall for each patient are reported for each PM model. M1 results are be-
tween lower and higher than BCM, while M2 are in an even
larger range, between and . R1 only showed two mean
WSS predictions larger than BCM, for patients 02 ( ) and 07 (
), while the results for the rest of the geometries fall short up to .
The WSS results that best resembled BCM were from R2, reporting val-
ues between and higher. A resulted, in most cases, a lower
mean WSS than BCM. Only for Patient 01, A’s WSS mean is above,
while for the remainder of geometries the mean values were lower up to

.
WSS scalar values of three different aneurysms are shown in Fig. 6.

Patient 02 was selected because all PM models showed good agreement
with BCM Fig. 4. In this case, there are no visible differences of WSS
in treatment predictions. Velocities plotted for patient 03 in Fig. 4 are
largely scattered. In Fig. 6 this results in different WSS patterns and im-
peachment zone. Finally patient 11 has, for each PM model, different ve-
locity magnitudes but with similar patterns. This is seen as straight lines
in Fig. 4, but at different angles. In Fig. 6 this is observed as similar
impeachment zone but with different magnitudes.
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Fig. 4. Velocity magnitude at uniform distributed points. At the horizontal axis, the velocity magnitude probed on BCM simulation. At the vertical axis, velocity magnitude probed on PM.
The dashed line represents a perfect match between the observed model and BCM.

3.3. Computational time

The time required to obtain a computational simulation with each
model was measured. Fig. 7 shows time distributions disaggregated by
processing step. In BCM, meshing process is far more time consuming
than the other steps. In A, porosity estimation step takes times between
110 s and 657 s, with an outlier of 1686 s, caused by a large neck

aneurysm shown in Fig. 8a. The computation of PM model parameters
for the rest of the models has negligible impact on overall time. Further,
the simulation time difference between PM models is small, where sim-
ulations with larger intra-aneurysmal velocities take more time to con-
verge.

Fig. 8b shows the time spend by each model versus the time of
BCM, highlighting with straight lines the linear fit for each PM model.
In general, PM models require less than a third of the time than BCM.
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Table 1
Kinematic energy variation between every model and BCM. The untreated case is also shown and compared to BCM, to highlight the change induced after treatment.

Patient Driver U BCM M1 M2 R1 R2 A

01 Inertia 147.96% 0.00% −10.38% 12.99% −20.92% 16.17% −49.97%
02 Shear 149.73% 0.00% 21.07% 29.32% 9.95% 7.34% 3.81%
03 Inertia 1073.26% 0.00% 117.84% 163.47% −1.41% 1.68% −65.75%
04 Inertia 242.05% 0.00% 3.21% 17.84% −16.66% 0.39% −36.54%
05 Inertia 906.65% 0.00% 20.73% 72.53% −45.51% −11.89% −73.06%
06 Shear 303.85% 0.00% 11.33% 54.03% −27.20% −8.73% −43.11%
07 Shear 654.66% 0.00% 100.56% 114.53% 15.92% 9.13% −49.63%
08 Shear 624.77% 0.00% 55.43% 64.58% 2.21% 4.38% 10.93%
09 Shear 444.46% 0.00% 47.36% 72.27% −12.37% 2.00% −36.76%
10 Shear 1978.37% 0.00% 110.82% 133.06% 9.80% 22.98% −30.95%
11 Shear 1983.06% 0.00% 108.74% 218.30% −36.96% −3.47% −81.65%
12 Shear 131.09% 0.00% −13.23% −7.59% −29.56% −26.01% −10.49%
13 Shear 92.48% 0.00% 6.10% 20.08% −13.74% 0.21% −29.33%
14 Shear 250.15% 0.00% −9.55% 26.85% −32.63% 11.99% −64.77%
MEAN 641.61% 0.00% 40.72% 70.88% −14.22% 1.87 % 39.80%

Fig. 5. Kolmogorov–Smirnov statistic between each PM model and BCM, grouped by aneurysm region for inertia-driven 5a and shear-driven flow aneurysms 5c.
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Table 2
Relative error values of WSS vs BCM over aneurysm’s wall on each patient.
Expand

Patient Driver U BCM M1 M2 R1 R2 A

1 Inertia 75.35% 0.00% −4.55% 8.91% −11.19% 11.85% −32.78%
2 Shear 119.09% 0.00% 16.70% 22.96% 8.57% 5.75% 3.73%
3 Inertia 376.89% 0.00% 54.69% 75.55% −1.87% −0.25% −45.91%
4 Inertia 42.67% 0.00% −40.75% −33.57% −51.99% −42.30% −67.25%
5 Inertia 340.41% 0.00% 12.31% 40.44% −33.25% −9.91% −57.98%
6 Shear 27.84% 0.00% −46.91% −33.00% −61.98% −53.83% −69.97%
7 Shear 203.65% 0.00% 40.50% 45.68% 5.86% 2.95% −30.58%
8 Shear 157.20% 0.00% −8.07% −5.33% −27.67% −27.42% −24.25%
9 Shear 245.88% 0.00% 30.02% 45.66% −10.09% 0.31% −28.82%
10 Shear 218.20% 0.00% 18.37% 22.11% −5.69% −1.23% −23.04%
11 Shear 478.21% 0.00% 50.35% 90.68% −24.23% −3.92% −61.28%
12 Shear 14.55% 0.00% −48.40% −45.14% −60.18% −57.39% −47.06%
13 Shear 104.70% 0.00% −3.41% 16.44% −32.86% −12.30% −55.30%
14 Shear 164.32% 0.00% −7.98% 18.67% −23.28% 12.08% −52.15%
MEAN 183.50% 0.00% 4.49% 19.29% −23.56% −12.54% −42.33%

A one-way ANOVA test between BCM and each model was done, re-
sulting in for all models. As computational time increases in
BCM, it also increases for PM models, but at a smaller rate, producing a
speed-up increase of between the least and the most time consum-
ing patient. The relative difference between solution times increases for
larger computational times. There is also a visible difference in compu-
tational time between A and the other PM models.

4. Discussion

Different modelling methodologies have been presented in the liter-
ature that are capable of representing FD simulations as a porous media
with different levels of accuracy. Li, Yujie et al. analysed the sensitivity
of PM coefficients and discovered that they greatly affect the aneurysmal
flow patterns (Li et al., 2017). In this work, some of these models were
used to simulate FD effect on hemodynamics in anatomically accurate
vascular geometries. The results were then compared in terms of veloc-
ity, energy loss and WSS to assess numerical performance vs computa-
tional cost of each alternative. The performance was evaluated by com-
paring PM models to BCM. A method based on Kolmogorov–Smirnov
was proposed and implemented to quantitatively asses the comparison.

The model proposed by Augsburger et al. (A) obtains the PM model
coefficients using auxiliary simulations (Augsburger et al., 2011). The
model consist on placing the portion of the device at the aneurysm neck
into an ideal channel and performing simulations for tangential and
orthogonal flow. Pressure drop is assessed for various (n = 6) veloci-
ties and fitted with a quadratic. Because of its experimental nature, the
model can be applied to any kind of FD. On the other hand, a manual
selection and cropping of the device portion at the aneurysms neck is re-
quired, involving additional time and manual processing. Also, the extra
meshing and simulation steps on ideal channels take a large amount of
computational effort and manual processing time (Mean time: 394s). In
12 out of 14 cases, velocities measured inside the aneurysm sac obtained
from A model simulations were lower than BCM, as seen in Fig. 4. This
ultimately leads to lower KE, and lower WSS when looking at the wall.

The model proposed by Morales et al. (M1) performs an analysis on
the geometry of FD (according to its diameter and number of wires) to
calculate average parameters to be used in the PM model coefficients
(Morales and Bonnefous, 2014). In this model, the coefficients are
calculated one time for each device size and diameter, independently of
the patient anatomy. CFD results using this model result in higher ve

locities ( in average) inside the aneurysm sac than with BCM, con-
firming previous results (Dazeo et al., 2018a). This can be seen in Fig.
4, where the (red) point cloud corresponding to M1 remains over the
bisector for most of the samples. This is due to the underestimation of
the effect of the wire screen across the aneurysm neck on the flow, lead-
ing to a lesser pressure drop and loss of energy. An heterogeneous ver-
sion (M2) of this model was implemented following the work of Yadol-
lahi-Farsani et al. (2019). The porosity was calculated locally at each
wire intersection from the angle between the wires and used to compute
local values of and . Those values were then linearly interpolated
across the porous region of the simulation mesh. Because each deploy-
ment needs a specific porosity estimation, this alternative took more
time than the homogeneous version. However, results did not improve
afterwards: K-S statistic increments in average versus homogeneous
model and velocities are in average higher than BCM. Our in-
terpretation of the results is that the main hypothesis of M1, were the
model is adapted to complete FD wire screen, is overruled and locally
neglected when moving to an heterogeneous setup. For instance, in the
region of the aneurysm neck, the FD porosity ( is usually larger than
the average. Because of this, local d and f coefficients are smaller and,
consequently, the model as a has a lower resistance for M2 than for M1,
leading to higher velocities inside the aneurysm sac. We observed that
velocities in the M1 are higher than BCM. The reduction of d and f in M2
produces even higher velocities, leading to lower quality results. This
observations are in line with the observations in previous work, were
M1 under estimated PM resistance for higher mesh porosity (Dazeo et
al., 2018a).

The model proposed by Raschi et al. (R1) uses the equations of hy-
draulic resistance for wire screens based on wire shapes, initially studied
by Idelchick (Idelchik and Fried, 1986). This model obtains the para-
meters of an homogeneous porous region as a function of the geometri-
cal variables describing the deployed braided mesh. R1, unlike M1, has
custom porosity coefficients for each deployed device, which could be
the cause for R1 better performance in comparison to M1: M1 K-S is
in average 0.0228 units bigger than R1. This model has an average of

lower velocities than BCM, meaning that PM model coefficients
and, ultimately, the wire screen effect on flow are overestimated. An
heterogeneous variant (R2) was also implemented from this model. R2
K-S statistic has an average reduction of compared to R1. Also, the
velocities are in average only higher than BCM. Contrary to M1,
R1 attain lower velocities than BCM, in general. Therefore, the same ve-
locity increase caused by heterogeneity, makes
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Fig. 6. Prediction of WSS magnitude for patients and 11.

Fig. 7. Porosity estimation, Meshing, Simulation and Total distribution times in seconds across patients of each model. Some models, as BCM and U, do not require porosity estimation.
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Fig. 8. (a) Aneurysm with a big neck. In A model, the neck size has a strong impact in PM model parameters. (b) Total time of each model divided by BCM time for each case.

R2 predictions closer to BCM than R1. Further, Idelchik’s results consid-
ered in this study are aimed at flat rhombus shaped cells, as is the case
for FDs, where each region has its own local geometric properties to be
accounted for.

WSS is know to be implicated in the initiation, growth and rupture of
aneurysms (Geers et al., 2017). Because the performance analysis was
done by region, it is possible to assess how accurately each PM models
performs in different regions within the aneurysm. This is of mayor im-
portance in the computation of specific hemodynamic variables, such as
WSS. PM models have good agreement with BCM near the wall region,
were flow variables such as WSS and impeachment zone are of interest
and typically calculated. Therefore, PM models are accurate and useful
to approximately asses those variables. On the other hand, larger differ-
ences are observed near the neck, meaning that variables such as shear
and vorticity near the neck will not be accurately assessed. This might
be because of the ”averaging” effect of PM models, which capture the
global effect of the porous region of flow, at the expense of loosing lo-
cal details. Still, while wall properties are commonly used in literature
to study intra-aneurysmal flow after implantation of endovascular de-
vices, the flow behaviour at the neck is not frequently observed in detail.
We therefore consider that PM is a useful method for FD stent simula-
tion when looking at specific regions. Still, care should be taken by the
reader to understand the hypothesis and limitations of this method.

Finally, computational time was assessed to compare computational
effort required by the different models. Computational time is drasti-
cally reduced when PM models are used. The average speedup using PM
model ranged between 4.75x and 5.3x, being the speedup increased in
cases with a larger baseline time (i.e., the longer takes to compute the
BCM baseline, the larger the speedup will be). Also, there is a small
difference in the total computation time between wire screen geome-
try based PM models (i.e., M1, M2, R1, R2). In average, the total times
for each model ranged between 903s(R1) and 963s(R2). On the other
hand, A has an overhead caused by coefficient estimation simulations,
an average of 1244s were porosity takes 394s. This model’s auxiliary
simulations are sensitive to aneurysm’s neck size because the FD wire
screen covering the aneurysm neck are used for coefficient estimation.
Larger necks lead to larger wire screen portions, which have a larger
and consequently more complex region where to generate a computa

tional mesh. This ultimately causes that PM model parameter computa-
tion to be longer.

In (Appanaboyina et al., 2009) authors analyse the effects of par-
tial stent modelling. In their work, the portions that lay entirely on the
vessel walls were removed. This model leads to an average reduction of

of mesh elements, with an average speedup of , and an aver-
age difference in the variables of interest of . Differences between
PM models, full and/or partial FD modelling could also be approached
with this methodology in future studies.

Some limitations in this study must be remarked. First, the FD
geometry used is a generic one, not representing any particular device
available in the market. The results change when design variables are
changed, yet they can be approached with the same methodology. Also,
only a few PM models in literature were selected for comparison. Other
PM models could be added by a pairwise comparison to BCM obtaining
the K-S statistic. Finally, simulations are stationary, with constant inlet
velocities. Geers et al. found than steady state simulations on laminar
flow regimes provides similar hemodynamic information than flow rate
wave-forms in comparison to the sensitivities given by patient specific
uncertainties (Geers et al., 2014). However, pulsatile flow could entail
inertia effects that might deserve a study on its own.

5. Conclusions

Using a PM strongly reduces mesh size and, therefore, computational
loads. Augsburger et al. PM model has a time overhead mostly due to
supplementary parameter estimation computation steps. Models based
on geometrical properties can recreate specifics of FD hemodynamics
more accurately with less computational effort and processing time. Spa-
tially heterogeneous models, which can capture local variations of the
mesh density and metal distribution, gave assorted results, depending
on the model. R2 performance was closer to BCM than R1, but M2 had
worst accomplishments than its heterogeneous counterpart M1. Finally,
computational time is significantly reduced by all PM models.
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