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This work presents a controller design for a non-isothermal alcoholic fermentation to produce wines in a
bench-scale bioreactor. The main controller objective is that the system tracks an optimal operation
trajectory to produce wines with constant quality. This trajectory is previously determined for the
biomass and for the CO, produced by the fermentation. To meet the goal, the process is approximated
using numerical methods, and then, the problem is posed like solving a system of linear equations. The
necessary conditions for the system of linear equations has exact solution are analyzed. Afterwards the
control action is obtained by solving the system of linear equations. The methodology success is shown
using experimental results.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

A bioprocess is a method or operation of preparing a biological
material, especially a product of genetic engineering, for commer-
cial use. Generally include one or more bioreactors, also named
fermenters in the wine industry. Because of complex nature of
microorganism growth and product formation in batch and fed-
batch cultures, which are often employed in preference to con-
tinuous cultures, the control of bioprocesses continues to be a
challenge to chemical engineers (Komives & Parker, 2003).

During fermentation, the microbial or enzymatic agents are
grown in a controlled mode and the feedstock is converted or
transformed through biochemical reactions (Valencia Peroni,
2003). From the point of view of cell growth as a result of the
utilization of nutrients, microbial biomass increases over time.

One of the main problems in non-linear control systems is the
trajectory tracking. In general, the objective is to compute the
control actions so that the system tracks a previously established
trajectory. Li and Wozny (2001) considered the trajectory tracking
problem for multiple-fraction batch distillation. Since the latter
system is non-linear and time dependent, the objective cannot be
achieved with a conventional proportional integral derivative (PID)
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controller, the use of more advanced controllers is necessary.
Golshan, MacGregor, Bruwer, and Mhaskar (2010) considered an
alternative model predictive control for trajectory tracking based on
latent variable models; such algorithms were applied to a batch
reactor with an exothermic reaction. Moreover, controllers based on
neural networks have been used in trajectory tracking problems
(Horn, 2001; Sjoberg & Agarwal, 2002). Horn (2001), used input-
output linearization via states feedback and applied that technique
for trajectory tracking on a batch polymerization reactor. Sjoberg
and Agarwal (2002) applied the same strategy on an exothermic
batch reactor, as well. Tebbani, Dumur, and Hafidi (2008), deter-
mined first, the optimal trajectory of a fed-batch bioreactor, and the
optimal trajectory tracking was then performed thanks to cascaded
control architecture. This latter has an inner loop consisting of a
linearizing state-feedback control law, and an outer one including a
proportional integral (PI) controller, in order to cancel steady
tracking errors. Cédric, Michel, Lionel, Brigitte, and Chabriat (2011)
presents an observer coupled to a multivariable set-point tracking
control, based on an input-output linearization algorithm.

Main operation variables in fermentations are: pH, tempera-
ture, dissolved oxygen concentration, agitation speed, foam level,
and others (Morari & Zafiriou, 1997). For example, temperature is
seen as a fine tool for better regulation of the fermentation
progress, in accordance with a winemaking strategy depending
on the desired wine (Torija et al., 2003; Molina, Swiegers, Varela,
Pretorius, & Agosin, 2007; Romero Cascales, 2008). With on-line
monitoring of the fermentation rate, winemaking operations
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(temperature regulation, nutrient additions, pumping, etc.) can be
adapted to actual fermentation behavior. Some studies suggest
that controlling the fermentation rate may be at least as important
as controlling the temperature; one of them highlights the
benefits of controlling CO, production rate (Sablayrolles, 2009).
Additionally, fermentation presents important interactions
between cell bio-kinetics and the bioreactor hydrodynamic con-
ditions, which lead to models with non-linear and unsteady
characteristics. Therefore, advanced optimization and control tools
for monitoring and controlling strictly the process, are required.
The implementation of advanced control strategies needs appro-
priate dynamic models and reliable on-line measurements (Henson,
2003). Furthermore, alcoholic fermentation models can assure wine
quality and reproducibility among batches (Zenteno, Pérez-Correa,
Gelmi, & Agosin, 2010), as well. Moreover, non-isothermal models
developed from laboratory or bench-scale alcoholic fermentations
have been validated or tested with good performance, or high-
lighted their possible scaling-up to industrial tanks (Phisalaphong,
Srirattana, & Tanthapanichakoon, 2006; Colombié, Malherbe, &
Sablayrolles, 2007; Malherbe, Fromion, Hilgert, & Sablayrolles,
2004; Coleman, Fish, & Block, 2007). Casalta et al. (2010) have
carried out a comparison of laboratory and pilot-scale fermentations
in winemaking conditions by means of the study of kinetics and the
production of aromatic compounds of own and other authors’
experiments as the latter mentioned. Authors’ contributions on
modeling and advanced controlling of oenological alcoholic fermen-
tations are: an advanced temperature control system based on an
improved non-isothermal phenomenological model that allows
tracking complex temperature profiles to achieve optimal quality
of wine (Ortiz, Vallejo, Scaglia, Mengual, & Aballay, 2009), and the
design of a controller based on numerical methods applied to a
bench-scale bioprocess for good-quality wines (Scaglia, Rosales,
Quintero, Mut, & Agarwal, 2010b).

From a mathematical point of view, models must be at the
same time accurate and simple to be used in on-line control
algorithms. In previous contributions, the authors have addressed
isothermal and non-isothermal first principles and hybrid neural
models, and an improved isothermal phenomenological model
with satisfactory capability to approximate the main variables
profiles of oenological alcoholic fermentations (Vallejo et al., 2005;
Ortiz, Aballay, & Vallejo, 2006; Aballay, Scaglia, Vallejo, & Ortiz,
2008; Scaglia, Quintero, Mut, & di Sciascio, 2009b). Also, the
improved phenomenological model has been extended to a non-
isothermal operation (Aballay, Scaglia, Vallejo, Rodriguez, & Ortiz,
2010).

The oenological alcoholic fermentation control is carried out,
mostly, by means of temperature manipulation, thus, cells popula-
tion and main fermentation variables are regulated. The desired
organoleptic wine properties can be obtained in this fashion,
which depend on population of the proper selected yeast as well
as its variation in time. Cells as living beings evolve as such and
have precise needs of nutrition and the medium they live into.
Yeasts are sensitive to temperature, and concentrations of oxygen,
sugars, minerals and nitrogen-based substances. It is usual that by
using the same varietal must (grape juice) and composition, pure
yeast starter culture, initial conditions and constant temperature
to carry out an oenological alcoholic fermentation, the cells
population evolution in time has not the same performance
among batches, which affects the final wine quality (Pretorius,
2000; Torija et al., 2003). This is the reason why fermentation
reproducibility among batches is a current trouble.

In this work, an advanced trajectory tracking control for an
oenological alcoholic fermentation operated on batch mode is
presented. The complex dynamics, nonlinearity and non-stationary
of fermentation make the control of this bioprocess, is a difficult
task. Thus, the main control objective was that the key process

variables evolve in time tracking an optimal trajectory previously
defined. More specifically, the given trajectories were the main
process state variables, as viable cells concentration and CO,
released, from which a suitable temperature profile for desire
fermentation evolution was determined to assure fermentation
reproducibility and the wine quality. This simple approach suggests
that knowing the desired state value, a value for the required control
action can be found; that force the system to move from its current
state to the desired one. The developed controller for tracking the
optimal trajectory in some states was based on determining the
desired trajectories of the other state variables. Such states were
determined by analyzing the necessary conditions so that the linear
equations system had exact solution. Then, the control signals were
obtained by solving the system of linear equations. Furthermore,
variables transformations in the controller design were not neces-
sary either. This technique for controllers design for trajectory
tracking has been applied to non-linear multivariable systems as
shown in Scaglia, Aballay, Vallejo, Suarez, and Ortiz (2010a), Scaglia,
Aballay, Mengual, Vallejo, and Ortiz (2009a), Rosales, Scaglia, Mut,
and di Sciascio (2009), and a complex system consisting of a set of
nonlinear multivariable systems that must work in a cooperative
manner (Rosales, Scaglia, Mut, and di Sciascio, 2011).

The work is organized as follows. Section 2 presents a brief
description of fermentation in winemaking and its modeling. Also,
the used non-isothermal model with considerations on its com-
ponents and parameters, as well as, on main properties, is
described in this section. In Section 3, details about the controller
design are depicted. Experimental results showing the accom-
plishment of the proposed controller are illustrated in Section 4.
Finally, Section 5 presents the discussion regarding major obtained
results, and analyzes the contribution of the work and outlines
some topics to be addressed in future works.

2. Process model

The reductive metabolic pathway characterizes the yeast popu-
lation growth in anaerobic conditions. This behavior can be
represented as:

S yields Yx/sX+Yco,/sCO2+ Y sEth

In this equation, X, S, CO, and Eth correspond to viable cells,
carbon source (glucose and fructose), carbon dioxide and ethanol
concentrations (kg m~3), respectively. Whereas, Vx5 Yeo,ys and
YEewys are stoichiometric coefficients. In Eq. (1), only the most
abundant products are stated. During grape must fermentation, a
number of other minor, but important metabolites are produced
(glycerol, higher alcohols, esters, etc.). These by-products are
related with sensory attributes of wine. According to Coleman
et al. (2007), model’s prediction capabilities of sugar and ethanol
are important from an enologist’s point of view, due to they are
the most important state variables.

Remark 1. In this paper the concept of cells, biomass and yeast
are used in an equivalent way.

The ethanol production reaction from glucose is the following:
CgH12,06 - 2CH3CH,0H +2C0O, (1)

Metabolite accumulation in the extra-cellular medium has
been modelled by a set of ordinary differential equations (ODE)
based on the mass balances on cells, substrate as carbon source
and ethanol. Released carbon dioxide is also included in the model
because such variable provides an inexpensive and convenient
way to monitor the evolution of the other process variables,
especially those stoichiometrically related. Model assumptions
were: balance parameters of the model, including pH, were stated
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constant. Fermentation was not nitrogen source-limited; this is
viable, based on information about the chemical composition of
the local musts. In the energy balance, Eq. (8): heat losses due to
CO, evolution, water evaporation and ethanol and flavour losses
were neglected; the average grape juice-wine density and specific
heat, and all physical properties were uniform in the fermenting
mass bulk. They were considered constant with the (bioreactor)
temperature T [K] and time [h]. Convective heat transfer coeffi-
cient of fermentation mass, implicitly included in Eq. (8), was
constant (Colombié et al., 2007). In the cooling jacket: water
properties variations and the fouling factor in jacket side were
neglected. Heat transfers by radiation and conduction were
considered negligible as well.

The following equations describe the time course of X, S, Eth
and CO, according to the mass balances on:
Viable cells:

ax e~ (€0 —CO;y, 95) S X
dt = e(CO2 —C02, 95) 4 @ —(CO —CO;, 95)A Mms_l,_[(s BGX 1 _A __ S +
HmsTKs B

yeastgrowth
e — (€O, —CO;, 95) ds
+ |:1 "~ (€02 —C0, 95) 4 @ —(CO2 —COy, 95):| (C Xai b X) @
deathgrowth
Substrate:

ds 1 S
—=—1-X ————EX)|-FX 3
dt YX/S{ (”’"s+1<st ﬂ ©)

Carbon dioxide:

2
dfifz B ”’"5+1§S BCX+% (H i (s+kKs Bd§ (S+Ks Be)X+I X)
4)
Ethanol:
dEth 1 dCo, )

dt ~ Yco,pm dt

The previous mass balances and the energy balance in the
reactor and its cooling jacket constitute the non-isothermal kinetic
model. The effect of fermentation temperature on the maximum
specific cellular growth and death rates, u, and D, in [h™1],
respectively, have the Arrhenius’s form in Eq. (6), and the form
used by Valencia Peroni, 2003, in Eq. (7),

Eq
(M) =y x -2 ®)
1+e ®mr

if T=303 K->D="=3%4Dp,
D(T)= .

Otherwise —D = Dy

y is the maximum cellular growth rate per Kelvin degree
[h~'K~1], Ea is the activation energy [k]kmol~'] and AGd
[kJ kmol~'] is Gibbs free energy change of the fermentation
reaction, Dy is the specific cellular death constant [h~'] when
temperature is 303 K, and f is a coefficient [h K] related to Dy at a
temperature higher than 303 K. The before mentioned parameters
were adjusted by the least-square method, using experimental
data obtained from the cultures described on the experimental
setup (Item 4. R is general gas constant [k] kmol ! K~']. The initial
values for y,,, and D are 0.109 and 0.0081 h~!, respectively.
The balance for the energy accumulation in the bioreactor is,

d VixC T dco
(or rdt Prx )=YH/C02 ><Vr><TZ*Q (8

V, [m?] is the volume. Yh/co,[W h produced kg~ ' CO, released] is
the energy due to the carbon dioxide released by the bio-reaction.
It was obtained by stoichiometry (Eq. (1)) from Yyys, the likely
energetic yield on substrate consumed. Q [W] represents the
exchanged heat between the fermenting mass and the cooling
jacket (see details in Aballay et al, 2008). p, [kgm~3] and Cp,
[Whkg~!K~!] are density and specific heat of the fermenting
mass.

Numerical values of preceding model parameters [Egs. (2)—(8)]
and their description are shown in Table A1, Appendix A (Scaglia,
Quintero, Mut, & di Sciascio, 2009; Aballay et al., 2010).

Then, the aim of this work is to find the values of y,, D and
after that T, so that the bioreactor can follow a pre-established
trajectory. Xref(t), CO, ref(t) and Sref(t) are variables that com-
posed the reference trajectory; these variables are also solution of
the differential Eqs. (2) and (4) and correspond to successful
experimental test performed in our laboratories.

3. Controller design

First, u,,(T) was computed in the cellular growth phase, then g,
and D were computed in the cellular death phase. Subsequently,
temperature was determined by using Eqgs. (6) and (7), so that X
and CO, follow the previously-established optimum profile.

3.1. Cellular growth

In the cellular growth phase, the term cellulargoum =
e —(CO,—COy, 95)/(e(coz = €02, 95) 4 @~ (C02 = COz, 95 jg approximately equal
to 1. The time variation of the aforementioned term is included in
Fig. 2(a), where it takes the value O (zero) rapidly, during the
cellular death phase as can be seen. Additionally, the transition
region is negligible if it is compared to the total reaction time.
Then, the evolution of the cells concentration at this phase was
determined by,

dx S X
S =Aup X <1 - ) ©)
dt S+Ks B Atmis 5

Considering the following differential equation:
Y =f@.t) y0)=y,

where the aim is to know the value of y(t) at discrete time instants
t =nTgy, where Ty is the sampling period and ne {0,1,2,3.....}, the
value for variable y(t) at t =nTy will be denoted as y(n). If, for
example, one wishes to compute the value for y(n+1) by knowing
the value y(n), one should integrate Eq. (1) over the time interval
nTo <t < (n+1)Ty, then,

m+1)To
Yn+1) =y + / o

There are several numerical integration methods, with their
corresponding algorithms to calculate the value of y(n+1). For
instance, an approach could be through equations.

yn+1) = y(m)+Tof (y(n), t(n))
ym+1) =ym)+Tof (y(n+1),t(n+1))

In numerical methods, these approximations are called the
explicit and implicit Euler methods, respectively.

Values of X(t), S(t), CO,(t) at the discrete time t=nTy, where Ty is
the sampling period and ne{0,1,2,3,---}, will be denoted as
X(n),S(n) and CO,(n), respectively. If the implicit Euler’s approx-
imation (Stoer & Bulirsch, 1992) is used, then Eqgs. (3), (4) and (9)
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can be represented by,

X(n) = X(n— 1)+ ToA uy (m)—=CDX (1 X(m) )

’S(n)+Ks B A”m(“)m
(10)
_ To S(n)
S(n) _S(nl)+yx/s{ {X(n) (um(n)W)EX(n)ﬂ —F X(n)}
an
CO5(n) = COx(n—1 )+To{cﬂm(n)sm)+,<s X()+ -
S(n)?
X()+1X(n))— -
[( () S+ Ks B+ Ks By 0T A
S(n—1)>*
—H pm X(n—1
Hopm = v ks BYGm— 1)+ Ks B D)
+IX(n—1))]} (12)

Egs. (10)-(12) can be written as shown in Eq. (13). Eq. (13)
represents a system of three equations and one unknown in the
formPu,,(n) = L.

A
S(n)+Ks B”
1
S(n)+Ks BP
S(n)
To (S(n)+Ks BY)(S(n)+Ks B%)

Hm(1)

G
S(n)+Ks B° +

P1
p=| P2
P3

Xd(n) —Tf)((n— ”+ﬁX(n)2
EX(n)2 7FYX/5 - Yx/ssid(n) }i(n -1
COzd(n)—COZ(n— 1) —L(X(Tl) —X(—1))+ -

H_ n(—1DSM—-1>?Xn-1)
To (S(n—1)+Ks BI)(S(n—1)+Ks B°)

= S(m)X(n) (13)

I
1= |12
3

In order that the system can follow the reference trajectories,
the system (13) must have an exact solution (see Appendix B). The
coefficients matrix P and the independent term 1 are function of S
(n), therefore for the system has exact solution, the value of S(n)
should be such that Eq. (14) is fulfilled. The value of S(n) that
fulfills Eq. (14) will be named Sez(n). The X, CO, and S errors were
defined aseX(n) = Xref(n)—X(n), eCO,(n)= CO,ref(n)—CO,(n) and
eS(n) = Sez(n)—S(n). So that the error tends to zero, it can be
defined (see Appendix B):

Xd(n) = Xref(n) — kX[Xref(n—1)—X(n—1)]

Sd(n) = Sez(n) —kS[Sez(n—1)—S(n—1)]

CO,d(n) = COyref (n) —kCO,[CO,ref (n—1)—COx(n—1)]
0 < kX, kS,kCO, <1

where the rate of convergence to zero for tracking errors is
function of kX, kS and kCO, values.

Remark 2. As can be seen an action proportional (kS, kX, kCO,) to
the error is considered.

The value of S(n) makes the system in Eq. (13) has exact
solution to be called Sez(n), and it must be met,

P1 n
=1
P33
A
Sczm) +Ks BT
+ Sez(1)
Selln)+Ks B To (Sez(n) + Ks B)Sez(n) +Ks B)

Xd 1) —Xi 2
R X ()

“"cod n+1)—COm) I H s =18 —1>X(n—1)
: To : fﬁ(X(n)7X(n7l))+ﬁ(s(n7m1)+m BI)(S(n—1)+Ks B°)

P1_n
P27 12
Xd(n)—Tz((n — ”+ﬂX(n)2
EX(TI)2 _ FYX/S _ YX/SSez(n) — kS[Sez(n — 1_[)0— Sn—1]-Sn-1)

(14)

A
Sez(n)+Ks B* __

1
Sez(n)+Ks BP

Replacing S(n) by Sez in the matrix P (Eq. (13)), and solving the
three-equations system with a single unknown Py, =1, whose
optimal solution, by means of the minimum-squares’ method, is
(Strang, 1980),

PTPu, =P"l (15)

1 P11+P212+P3I3
S(mX(m) p1%4p2?% 4+ P32

Hm() = (16)
The control action given by Eq. (16) made the tracking error
tends to zero, as it is demonstrated in Appendix B.

Remark 3. To clarify the concept three equations-one-unknown
and its solution see Appendix C.

3.2. Cellular death

In the cellular dead stage, the term e~ (C02-C0x )/
(e(C02-C0z 05 | o=(C0:-CO255)y s approximately zero, then, the
evolution of the concentration of cells at this stage is determined
by, From Eq. (2),

ds

Xn+l :XH+T0 <Cn Xna

—D(T) xn) 17)

t =nTy

The parameter that depends on temperature and, that allows
modifying the evolution in the cell population is D(T), then, from
Egs. (11), (12) and (17),

Xd ds
D(n) = { —% + X, }/xn (18)
=nTy
1
S(n)+l(s B?

+ S(n)
S(n)+Ks B " To (S(n)+Ks BI)(S(n)+Ks B°)

EX(n)® — FYx s — Yy s> 0720 =1

- -1
CO,d(n) TEOz(n )—T—IO(X(H)—X(H—]))-F“' (19)
H__ pn=DSm—1)’X(n—1)

To (S(n—1)+Ks BY)(S(n—1)+Ks B)

Um(n) =

um and D can be obtained by proceeding similarly than for the
cellular growth phase; then, from Eqs. (6) and (7) the reference
temperature, so that the desired trajectories are followed by the
system, is obtained. Finally, using the controller described by Ortiz
et al. (2011) can follow the trajectory of temperature obtained.
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4. Experimental setup
4.1. Microorganism
The strain Saccharomyces cerevisiae PM16-1BT, belonging to the

Institute of Biotechnology (National University of San Juan) was
used. This strain was maintained on YEPD-agar medium, at 4 °C.

4.2. Bioreactor

A 201 stainless steel stirred tank bioreactor was used for the
alcoholic fermentation. The bioreactor possess the equipment for
air supply, stirring, pH, and temperature control (see Fig. 1).

-
o

o X
— cellular -growth(t)

X [kg/m3]
O = N W H O O N © ©

L ‘w‘«!,‘ N o
“ese
L "9«(.\,.{! i
. / --Q!.M.Ml S i
o . . . . . . [t
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2 6ot |
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O 40} # 4
/“
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Time [h]

4.3. Fermentation

Grape must (151, 216 g1~ ! sugars) of the Pedro Jimenez
varietal (from San Juan, Argentine, 2012 harvest) vine, without
supplementations was inoculated with 3 x 10° yeast ml~! (equiva-
lent to 0.3 g1~ "), and the fermentation started at 23 °C, pH=3.5,
and no aeration. Periodical mixing was provided, at 3 min at
30 rpm, every 120 min. Pressure was maintained at 1 atmosphere,
which is a slight overpressure. The sample time was 3 h, the
volume of each sample was 5 ml.

5. Experimental results

The process variables evolution can be seen in Fig. 2. In this
case, initial cells concentration was considered as an 80% of the
initial one used to generate Xref. In Fig. 2(a), shows that, at the
beginning of the evolution, there was a difference between the
signal Xref and the cells in the bioreactor; however after a short
time interval, the system tracked the reference trajectory. The
evolution of S is shown in Fig. 2(b). As it can be seen, in the growth
phase, S tended to Sez (see Eq. (14)), and Sez tended to Sref. In Fig. 2
(c), it can be observed that CO, followed the reference trajectory
CO,yer without undesirable oscillations. Fig. 2(d) shows the tem-
perature profile, Tref, which was obtained by means of Eqs. (6) and
(7), and the bioreactor temperature evolution (T) by using the
controller described in Ortiz et al. (2011). Fig. 2(d) shows how
temperature keeps between 14 and 30 °C, as well.

To test the performance of the proposed controller in front of
disturbances, a fermentation stop between 5 and 25h was
considered. The initials cells were selected as the 80% of the initial
cells of Xref. Fig. 3(a) shows how cells population was maintained
constant between the 5 and 25 h. Fig. 3(b) shows the evolution
of S, as can be seen, between 5 and 25 h; the decrease of substrate

b

250 T T T T T T T T T

200 F

S [kg/m3]
o
o

-
o
o

(4]
o

0 ! ! ! ! ! ! 1 1 T
0 50 100 150 200 250 300 350 400 450 500

Time [h]

30 T T T T T T T
28 1,

T[°C]

14 . ) . . . . . . .
0 50 100 150 200 250 300 350 400 450 500

Time [h]

Fig. 2. (a) Time evolution of X. Each experimental point is the mean value of three measurements, having a mean experimental error of +0.001 kg m~>. (b) Time evolution
of S. Each experimental point is the mean value of three measurements, having a mean experimental error of + 0.001 kg m~>. (c) Time evolution of CO,. Each experimental
point is the mean value of three measurements, having a mean experimental error of + 0.1 kg m~>. (d) Time evolution of T.
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Fig. 3. (a) Time evolution of X under disturbances. Each experimental point is the mean value of three measurements, having a mean experimental error of + 0.001 kg m~
(b) Time evolution of S under disturbances. Each experimental point is the mean value of three measurements, having a mean experimental error of +0.001 kg m~
(c) Time evolution of CO, under disturbances. Each experimental point is the mean value of three measurements, having a mean experimental error of +0.1 kgm™

(d) Time evolution of T under disturbances.

was lower than the reference one. This occurred because the
amount of cells was lower than in an evolution corresponding to a
normal fermentation. Also, it is observed that S tracks the
reference trajectory.

Otherwise, it can be seen that Sez presented a different
evolution from the observed one in Fig. 2(b). This occurred
because the conditions have been changed so that the system in
Eq. (12) has exact solution. Fig. 3(c) shows that the CO, had a very
little increase during the interval where the cells were maintained
constant and, then they tracked the desired trajectory. Fig. 3
(d) shows a temperature decrease that stopped the fermentation
between the 5 and 25h, and when this trouble is corrected,
temperature evolved between the typical boundaries for the
considered fermentation. Moreover, it can be seen that tempera-
ture never exceeds 35 °C, and is higher than 30 °C by a short time,
despite the extreme disturbance at the bioreactor was submitted.

Figs. 2 and 3 show that, the control objectives have been
accomplished by means of a controller that tracks very well the
trajectories of the main process variables.

6. Conclusions

A new methodology based on numerical methods and linear
algebra to design control algorithms for trajectory tracking in a
bench-scale batch bioreactor for alcoholic fermentations to obtain
good-quality varietal wines, has been presented. The proposed
method allows the control of a nonlinear system, where the condi-
tions for the tracking error tends to zero and the control actions’
calculation are obtained by analyzing a system of linear equations.
This methodology is based on solving a system of linear equations at
each sampling time and finding the conditions for the system of
equations has solution. All experimental results have shown a good

b
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performance of the controlled system. From the achieved results, it
can be concluded that the tracking error of the controller is very low
for the desired trajectories corresponding to the three main process
variables. In addition, including constraints on control actions and
process variables will be included in a next contribution.
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Appendix A

See Table Al.

Appendix B

If the bioreactor is governed by Egs. (10)-(12) and
the controller is designed by Eq. (16), then [le(n)||=
[[[eX(n) eSm) eCOy(n)]||—0,n— oo, if the Xref, Sref and COy, rer
trajectories are continuous with piecewise continuous derivatives.

S(mX(n) 2
Sy +ks B PX™ )

Defining U(S(n)) and applying Taylor’s series,

X)) =X(n—1)+Ty (Aﬂm(n) (A1)

U(S()) = sl = U(Sez(n)) + LB Szt § () — Sez(m));

O<é<

S(n)+Ks B

(A.2)
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Table A1
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Coefficients and parameters values in the non-isothermal model (Scaglia, Quintero, Mut, & di Sciascio, 2009b, Aballay et al., 2010).

Description Unit Value
Fitting coefficient
a - - 1319
b - - 1.282
c - - 1.276
d - - 1152
e - - 1.355
A - - 3.119
B Coefficient related to ethanol-tolerance - 93.02
C Volume of fermenting mass per substrate mass m> kg ! 0.001
E Volume of fermenting mass per formed cells and time m*kg 'h! 1.65x 104
F Specific rate of substrate consumption-on for cellular maintenance kgkg='h™! 0.01
G CO, released per formed cells kg kg ! 8.073
H CO, released multiplied by time per formed cells kg hkg ! 880.7
I Similar to G kg kg ! 1.8
Kinetic, yield and physical-chemical parameters
Ks Saturation coefficient in Monod’s equation kgm~3 215
B Coefficient in Verlhurst's equation m>kg='h™! 3.65x 103
Yxs Formed cells per consumed substrate kg kg ! 0.061
Yco,p Carbon dioxide yield coefficient based on ethanol kg kg ! 0.775
y Maximum cellular growth rate per Kelvin degree h='K! 1.66
AGy Gibbs free energy change of the fermentation reaction kJ kmol ! 1916.9
Eq Activation energy for cell growth kJ kmol ~! 1928.37
Eq Activation energy for cell death kJ kmol 1.7 x 10°
CO; (95, CO, released between 85% and 95% of the maximum CO, released kgm—>3 97.5
R General gases constant kJ kmol ~1K~! 8.309
Do Specific cellular death constant when temperature is 303 K h-! 0.0081
f Coefficient that determines the increase of Dy per degree Kelvin above 303 K hK 3000
pPr Average density of the fermenting mass kg m~3 998.204
Cpr Specific heat of the fermenting mass Whkg 'K™! 1.01684
V. Volume of the fermenting mass m? 0.015
Yh/co, Energy due to the carbon dioxide released by the bio-reaction W h produced/kg of CO, released 310.3748
Then, If Xd(n)=Xref(n)—kX(Xref(n—1)—X(n—-1)) is defined, then
1 1 Eq. (A.8) may be expressed as,
Uy = S(n)+Ks B® ~ Sez(n)+Ks B° Xref(n)—X(n) = kx(Xref(n—1)—X(n—1)) — --
1 eX(n) eX(n—1)

+((S(n)+6($(n) —Sez(n)))+Ks B%)?

(Sez(n)—S(n))

AS(n)X(n)(Sez(n)—S(n))

AS(n)X(n)
SmXm)  _
A ”m(n)sm)ikgs“ = (

Sez(m)+Ks B* * ([S(m)+&(S(n) — Sez(m))]+ Ks B

S(mX(mU(S(n))

(A3)

) U (1)

AS(m)X(n)(Sez(n) —S(n))
*(S(n)+ &(S(1) — Sez(n))) + Ks B

Zf‘:m(n) (A.9)

Operating in the same form with CO, and S,

COyref(n)—COy(n) = kCO,(COyref(n—1)—CO;(n—1)) — -+

A4 eCO,(n) eCO,(n—1)
“d dV[S(n)+6(S(n) —Sez(n))],
Operating - —To asm) (S(n)—Sez(n)) py(n);0 <6< 1
ASOX() o PULEPARPSI3 A *s) (A10)
Sez(n)+KsB* ™" Pp124P224+pP3% Sez(n)+Ks B : where,
___ G H S
From Eq. (14), V(Sm) = S(n)+Ks B +ﬁ(5(n)+1(s Bd)?S(n)JrKs B°)
P2 dv[S(m)+6(S(n) —Sez(n))]  dV |
R=Nn-= = (A11)
P1 das(n) ds(n)|$(n)+H(S(n)—$ez(n))
P3
B= l1ﬁ (A.6) Sez(n)—S(n) = I (Sez(n—1)—S(n—1))
es(n) 1 Tuusm)+w(s‘n)—kez(nnwks Bb)2 estn—1)
Replacing Eq. (A.6) in Eq. (A.5), kS
P11 4 pa2lL 1 P32l ’ fO<kS<1=0< — <1 (A.12)
p12+ pzT+p32 ﬁSez(n)ﬁKs o= XD e a7) T v - Sezy K5 B
+P2%+ 0
P A From Eq. (A.12) it can be seen, limeS(n)=0.
From Egs. (A.9)-(A.11), o
Then, replacing Eq. (A.7) in Eq. (A.1), eX(n) X 0 0 eX(n—1)
X(n)=Xd(n)+To AS(n)X(n)(Sez(n)—S(n)) () (AS) eSm |=|0 kS O eSn—1) | 4+...
((S(n) +&(S(n) — Sez(n))) +Ks BY) eCO,(n) 0 0 KkCO,| |eCOyn—1)
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AS(m)X(n)
((S(n) + &(S(n) — Sez(n))) + Ks BY)?

e —Tp 0
dV[S(n) + 0(S(n) — Sez(n))]
dsS(n)

fm(meS(n) (A13)

Non Linearity

From Egs. (A.12) and (A.13)) and, it can be seen that, the system
may be represented as a linear system plus a nonlinearity which,
tends to zero.

Characterization of the nonlinearity

av G
as(m)”  (S(n)+KsB°)?
H (S(n)+ KsBY)(S(n)+KsB®) — S(n)(25(n) + KsB® + KsBY)
T (S(n)+KsBH?(S(n)+ KsB%)?
(A.14)
From Eq. (16),
Hm(M) = smﬁ((n)% A15
n :Xref(n)—kX(Xref(n—_l])—X(rl—1))—X(n—1)+ﬂx(n)2 ( . )
0
Moreover, the reference trajectory fulfills,
o SrefXref 2
X =X -1 A X dt
=11 [ (Arerer S )
(A.16)
where, u,ref is the value of 4, in the reference trajectory.
From Eqs. (A.15) and (A.16)
n= (1 (Xref(n 1)—X(n-1))
eX(n—1)
1 (o SrefXref ) )
— A —————— X X
T, /(n—l)To ( ’u’"refSref+Ks 5P ref )dt+ﬁ ()
dXref
dt
(A17)

From Eq. (A.17) it can be seen that [1 can be expressed as a term
multiplied by eX(n) plus a bounded nonlinear term. Similarly, it
can been proved that,

—Yx/s(l ) YX/S/ To dSez
To (n—1To

2= ——dt

(Sezin—1)—S(n—1) To d
eS(n—1)

+EX(n)* —FYx/s (A.18)

13 = C=f€02(COref (n— 1)~ CO(n— 1) +4- [ o 4% d

eCOy(n—1)
I H n—1Sm—1)>X(n—1
L S H  pp(n—1) (d ) X(n—-1) i
To To(S(n—1)+Ks B*)(S(n—1)+Ks B°)
(A.19)
If Egs. (A.17)-(A.19) are replaced in Eq. (16),
— 1
Hm(M) = St s
1—kX ‘o dXref
(P exn—1 +P1< / dt+an2)
< To (n—1) To Jon_ 1y, d pX(n)
sk
To
YX/S nTo dSez
--~+P2<——/ 9211 L EX(n)® —FY >
To Ju 1, dt (ny? X/s
+p3 =Ko 1)

To

+P3<l /"TO dCO,ref
(

To n—1)To dt
H  pp,(n=1Sm—-12X(n—1) ))

I
dt—T_O(Xn _Xn— l)
To(S(n—1)+Ks BY)(S(n—1)+Ks BY)
If Egs. (A.13) and (A.20) are considered,
v(n)=Av(n—1)+Bn)yv(n—1)+Q(n)

(A.20)

(A.21)
where,
eX(n) kX 0 0
vin)=| eS(n) [; A=|0 kS 0
eCO,(n) 0 0 kCO,

(A22)

From Eqgs. (A.21) and (A.22):

AS(nm)X(n)
((S(n)+ &S(n) — Sez(n))) + Ks B%)?
B(n)=—-Ty 0 eS(n)x---
dVS(n) + 6(S(n) — Sez(n))]
ds(n)
1 _ P2Yy5(1-kS) 1-kCO.
Lo % pP1l=kXx _ X/s! p3( 2)
S(mX(n)(P1% +P2% +P3?) [P fo ]
(A.23)
AS(n)X(n)
((S(n) + &(S(n) — Sez(n))) + Ks B%)?
— es(n)
Q) = — 0 S(n)X(n)(P12+P22+P32)
dV[S(n) +6(S(m) — Sez(m)]
ds(n)
1 (™Mo dXref
P1 / dt+pX(n 2)
{ (TO -1, dt AX@)
Y, To
+P2<——X/S/ —dsezdt+EX(n) —FYX/S)
To Ju-vr, d
"o dCO,ref I
~4P3 (TO /(H)TD et = X=X 1)
H  pp(=1Sn—1y°X(n—1) } (A24)
To (S(n—1)+Ks B¥)(S(n—1)+Ks B%) '

where, B, and Q, are bounded, and moreover it is true that
B,,Q,—0n— oo, due to the nlim eS(n)=0.
— 00

n
va=A"o+ ¥ A" By +Q]] (A25)
I=1
L I o I
va=A"o+ Y A" 'By,_;+ X A"'Q, (A.26)
1=1 I=1
n n
[Vall < IA"vo + P A" B 1+l P A" (A27)
=1 =1
n
Ivall < cO[S(1+c2)1" ¥+ 3 A™'Qll (A.28)
1=1
n n
[p> A""'Q| < max \/(an2+Q2n2>|eS(0)|u,2 A" kS (A29)
=1 =1

where eS(0) is the initial substrate error and 0 < kS < 1.

It always can be chosen §(1+c2) < 1, (Agarwal, 2000 (Theorem
5.2.3, pp. 240-241)), applying Toeplitz Lemma, (Agarwal, 2000 (pp.
682)), it is true that,

lim Z A" ko' =

n~>ool

(A.30)

Then, from Eqgs. (A.28)-(A.30),

lim |[va||=0
n—oo
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Appendix C

This section will be discussed, using a numerical example, the
concept of multiple equations one-unknown. In this paper this
concept is used to find the control actions so that the tracking
errors tend to zero. The value of one of the parameters (S) of the
system (13) is determined on each sampling period, so that (13)
has exact solution (the value that fulfills this is called S,,). Then, is
possible determining the value of the control action (so that the
tracking errors tend to zero) solving the system (13).

Using a numerical example the three equations and one-
unknown concept is show; the objective is to find the condition
(Sez) for which the system (A.31) has exact solution, after that the
system of linear equations is solved to determine the value of the
unknown Xx.

Given the system defined by Eq. (A.31),

$2-10S+10 2

$2-65+8 |x=1]6 (A.31)
4s 8
a b

In order to the system (A.31) has exact solution, the vector a
must be parallel to b. Thus, (A.32) must be fulfilled:

S=1
$2-65+8 __6__ 2 —
m_7_3:>25 —24S+22_0{szll
a//b= $2-105+10 _6 _3 2 S=1
%:g:z:}.s —95+8:0{S:8
= Se;=1 (A.32)

Eq. (A.32) shows how the system (A.31) is forced to have exact
solution by calculating S.,. Then, replacing S by S, in (A.31) is
possible to compute the value of the unknown x:

The solution given by (A.33) can be obtained by least squares,

1 2
a'ax=a'b=(1 3 4)| 3 |x=(1 3 4)|6
4 8

= 26x=52 = x=2 (A33)

Through this numerical example has been shown how it is
possible force to the system to has exact solution and then
calculate the unknown.
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