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Abstract: We have investigated the reaction of peroxynitrite with carbon dioxide in aqueous

solution by means of combined quantum-classical (QM-MM) molecular dynamics simulations.

In our QM-MM scheme, the reactant was modeled using density functional theory with a Gaussian

basis set, and the solvent was described using the mean-field TIP4P force field. The free energy

profile of this reaction has been computed using umbrella sampling and multiple steering

molecular dynamics (MSMD) schemes. Umbrella sampling methods turned out to be much more

efficient than MSMD schemes, due to the possibility of employing a combination of classical

and QM-MM thermalization schemes. We found the presence of a significant barrier in the free

energy profile associated with the reaction in solution, which is not present in vacuum, that may

be ascribed to the significant charge redistribution upon reaction and the concomitant solvation

pattern changes.

1. Introduction
Peroxynitrite anion (ONOO-) is a stable species formed by
the reaction of superoxide with nitric oxide in biological
environments.1 The formation of peroxynitrite has been
linked to pathology. Research efforts directed to understand
the mechanism of reaction of peroxynitrite were initially
focused primarily on the reactions of peroxynitrite with
substrates with zero-order kinetics (e.g., dimethyl sulfoxide
and deoxyribose), with substrates with relatively small
second-order rate constants (e.g., methionine and ascorbate),
and with a few more reactive substrates, such as thiols.1-4

Although these experiments afforded important mechanistic
information, the reactions of peroxynitrite with these sub-
strates cannot compete with the reaction of peroxynitrite with
CO2 under physiological conditions, due to the relative high
concentration of CO2 in cellular environment and the fast
reaction of these two compounds.

The reaction of peroxynitrite with carbonate buffers was
observed initially by Keith and Powel,5 but its physiological

importance was not recognized until 1993 when Radi et al.
noted the biological relevance of this reaction.6

A possible mechanism for this reaction was proposed in
1995.3 It is now firmly established that the reaction of
peroxynitrite with CO2 occurs between the peroxynitrite
anion (ONOO-) and dissolved CO2 and forms the carbonate
radical (CO3

•-) and nitrogen dioxide (NO2•), as shown in
Scheme 1.

Electronic structure calculations of the first step of this
reaction, the formation of the adduct nitrosoperoxycarbonate,
at different levels of theory show that the reaction is
barrierless in vacuum.7 On the other hand, the experimental
results in aqueous solution suggest the presence of a
significant free energy barrier (about 12 kcal/mol).8 This fact
indicates that the solvent plays a crucial role in the reaction,
making it an ideal benchmark for explicit solvent QM-MM
methodologies. In this work we have performed molecular
dynamics simulations of the reaction in aqueous solution
employing a QM-MM strategy to obtain free energy profiles
and to understand the reaction mechanism from an atomistic
point of view. We critically evaluate the performance of two
different advanced sampling tools in the context of QM-
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MM calculations, namely, umbrella sampling and multiple
steering molecular dynamics schemes.

2. Model and Simulation Methods
The Hybrid QM/MM Hamiltonian . Our computational
scheme was constructed by partitioning the system into a
quantum-mechanical (QM) and a classical-mechanical (MM)
subsystems. Considering a configuration ofNc atoms in the
MM subsystem with coordinates and partial charges{Rl, ql

, l ) 1,...,Nc} and Nq atoms in the QM subsystem with
coordinates and nuclear charges{τa, za, a ) 1,...,Nq}, we
propose the following expression for the ground state, Born-
Oppenheimer potential energy surface that drives the dynam-
ics of the nuclei

where the first term is a purely QM piece given by the
standard Kohn-Sham expression.9 The second term in eq 1
accounts for the coupling of the QM and MM subsystems
and is given by

whereVLJ is the Lennard-Jones potential between the classical
and quantum part of the system andF(r) is the electron
density of the QM subsystem. The last term in eq 1 represents
the potential energy contribution from the classical solvent
potential, treated with the TIP4P mean-field potential.10

For the QM region, computations were performed at the
generalized gradient approximation (GGA) level, using the
BP8611-13 combination of exchange and correlation func-
tionals. Gaussian basis sets of double-ú plus polarization
quality were employed for the expansion of the one-electron
orbitals.14 The electronic density was also expanded in an
auxiliary basis set;14 the coefficients for the fit were computed
by minimizing the error in the Coulomb repulsion energy.
The use of this procedure results in an important speedup of
the computation.

In order to describe accurately dissociation processes, we
have incorporated into our previously developed QM-MM
code,15 a suitable cutoff scheme in the coupling QM-MM
of the cutoff radii in the QM-MM component of the energy.16

The electron density of the quantum system is given by

where each KS molecular orbital,ψi, is defined as

wheregk(r) are the contracted basis functions, given by

where eachfj(r) is a Gaussian function. Then, the density
can be written as

The product of two Gaussian functions of exponentsR and
â, centered on nuclei A and B, respectively, is proportional
to another Gaussian function, centered on a pointP

where the constantKAB is given by

The exponent of the new Gaussian function centered inRp

is

and the third center P lies on a line joining the centers A
and B

Substituting eqs 5-7 into 2, we can express the first term
of eq 9 as

A possible way to compute eq 9 when using periodic
boundary conditions is to include only the classical point
charges located at a distance smaller thanRcut from the
geometric center (or mass center) of the quantum subsystem,
with Rcut equal to half the solvent box length.

However, this turns out to yield very poor results in
processes in which the spatial extension of the quantum
subsystem changes significantly upon reaction. This effect
results in a very pronounced shift in the free energy profile
when the size of the QM subsystem becomes similar to the
box length. This fact has been noted by York et al.17 in a
recent work.

An alternative scheme which alleviates this flaw consists
of using a cutoff scheme in which we keep the integrals for

Scheme 1. Reaction Pathways for Peroxynitrite in Vivo
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which the classical partial charge is located at a distance
smaller thanRcut from theRp corresponding to that integral

Molecular Dynamics Simulations. In all our simulation
experiments, the coordinate Verlet algorithm18 was employed
to integrate Newton’s equations of motion with a time step
of 0.2 fs. Constraints associated with the intramolecular
distances in water were treated using the SHAKE algorithm.19

The Lennard-Jones parameters for the quantum subsystem
atoms areε and σ of 0.200, 0.155, and 1.70 kcal/mol and
3.900, 3.154, and 3.65 Å, for N, O, and C, respectively. The
solute was solvated in a cubic box of sizea ) 24 Å,
containing 497 water molecules. Initial configurations were
generated from preliminary 100 ps classical equilibration runs
in which the quantum solute was replaced by a rigid
peroxynitrite (or adduct) with partial charges obtained from
a Mulliken population analysis in vacuo. Att ) 0, the
classical solute is replaced by a solute described at the DFT
level, according to the hybrid methodology described above.
An additional 2 ps of equilibration was performed using the
QM-MM scheme. During the simulations, the temperature
was held constant at 298 K by the Berendsen thermostat.20

The solute and the rest of the system were coupled separately
to the temperature bath. In order to compare solvation
structures additional equilibrium simulations were performed
for the reactants and products in water boxes with 497 solvent
molecules and 24 Å of side.

If the free energy barriers are of the same order of
magnitude as the thermal fluctuations, it is feasible to obtain
the free energy profiles associated with a given process
directly from the MD simulations. However, to have an
appropriate sampling in accessible simulation times, the
barriers should be smaller than thermal fluctuations. In cases
where barriers are suspected to be high, biased sampling is
required to obtain the free energy profile, also called potential
of mean force (PMF). We will present here two different
biased sampling methods: umbrella sampling and steered
molecular dynamics.

Umbrella Sampling. This method21 attempts to overcome
the sampling problem by modifying the potential function
so that the unfavorable states are sampled sufficiently. The
potential function is modified by adding a weighting function
that usually takes a harmonic form. An umbrella sampling
calculation involves a series of stages (called simulation
windows), each characterized by a particular value of the
reaction coordinate. The PMF is then obtained by superpos-
ing the results obtained for all the series of windows.

Multiple Steering Molecular Dynamics.The multiple
steering molecular dynamics (MSMD) approach, originally
proposed by Jarzynski,22 is based on the following relation

between the nonequilibrium dynamics and equilibrium
properties

in whichW(ê) is the external work performed on the system
as it evolves from the initial to the final state along the
reaction coordinateê.

In MSMD the original potential is modified by adding to
the potential energy a time-dependent external potential,
usually harmonic, that moves the system along the reaction
coordinate by varying the potential well according to

whereV is the pulling speed that moves the system along
the reaction coordinate.

The PMF is obtained by performing several MSMD runs,
collecting the work done at each time step, and then properly
averaging it, according to eq 11. Usually, the pulling speed
is chosen so that the system moves smoothly but faster than
in a true reversible simulation.23-25

Since the averages in this equation are exponential, the
results are mostly determined by the trajectories of lower
work. This can be addressed by replacing the exponential
average by a Taylor expansion and keeping only the terms
up to order 2.

For the umbrella sampling method we have taken 9
windows with 100 ps of total integration time. For the
steering molecular dynamics method we performed 12
nonequilibrium trajectories going from a reaction coordinate
of 1.4-5.4 Å, with a velocity of 0.5 Å/ps and a total time
of 96 ps.

Validation of the Method. In order to validate the hybrid
Hamiltonian we computed the potential energy profile of the
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Figure 1. Potential energy profiles for the ONOO- + CO2 f

ONOOCO2
- reaction. Results obtained using MP2, HF,

B3LYP, BP86, and BLYP are depicted in orange, blue, green,
violet, and red lines, respectively.

Figure 2. Schematic representation of the reactants. The
reaction coordinate is depicted with a dotted line.

exp[-∆A(ê)}/kBT] ) 〈exp[-W(ê)/kBT]〉 (11)

E′(r) ) E(r) + k[ê - (êo + V∆t)]2 (12)
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reaction in vacuum employing a variety of methods of
electronic structure (Hartree Fock, MP2,26 and DFT using
the BP86,12,13 BLYP,27 and B3LYP28 functionals) and the
basis set 6-31G**. These calculations have been performed
using Gaussian 9829 (Figure 1).

The reaction coordinate was chosen as the distance
between the terminal O of peroxynitrite and the carbon atom
from the dioxide, as shown in Figure 2.

It can be seen in Figure 1 that the BP86 functional
reproduces correctly the results obtained with more sophis-
ticated methods like MP2 or B3LYP at a significantly lower
cost. For this reason we use this functional to describe the
QM subsystem.

The Lennard-Jones parameters for the peroxynitrite ion
were validated in a previous work,16 thus only the parameters
for the carbon dioxide atoms have to be tested. We have
performed an optimization of the adduct (OONO-CO2) with
one water molecule attached to one of the oxygen atoms of
the CO2 with the QM-MM and with a full quantum
Hamiltonian. The computed binding energies of this ag-
gregate were 12.7 kcal/mol and 11.9 kcal/mol for full
quantum and QM-MM calculations, respectively.

3. Results
Umbrella Sampling. The free energy profile was obtained
using 9 simulation windows of the umbrella potential, fixed
in values that allow a correct sampling of the reaction

coordinate range spanning from reactants to products. The
total simulation time was 100 ps. The initial structures were
thermalized for 100 ps each one with a full classical
Hamiltonian, in which the solute was represented for a rigid
structure represented with Lennard-Jones and Mulliken
charges. Subsequently, 2 ps thermalization have been
performed with the hybrid Hamiltonian.

In Figure 3 we show the reaction coordinated histogram
for the different windows simulation.

The obtained free energy profile is also shown in Figure
3.

Multiple Steered Molecular Dynamics.The free energy
profile was also obtained by using 12 independent steered
molecular simulations of 8 ps each one using eq 11. The
reaction coordinate was moved from 1.4 to 5.4 Å with a
velocity of 0.5 Å /ps. The total simulated time was 96 ps,
similar to the total time used in the umbrella sampling
calculation. The results obtained using this scheme are shown
in Figure 4. The results obtained using umbrella sampling
are included for comparison. The significant difference
between the results obtained using eq 11 and the results

Figure 3. The reaction coordinate histogram for the umbrella sampling simulations (left panel) and the corresponding free
energy profile (right panel).

Figure 4. Free energy profile obtained by umbrella sampling
(black line), Jarzinski’s equation (blue line), and order two
truncated expansion of the Jarzinski’ s equation (red line).

Figure 5. Radial correlation functions of selected atoms with
water oxygen atoms from the product (upper panel) and
reactant (lower panel). The radial correlations function of the
terminal oxygen atom of the peroxynitrite and of the oxygen
atoms from the CO2 are depicted in red, blue, and green,
respectively.
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obtained using the second-order approximation indicate that
there are large statistical errors in using this approach for
describing this reaction.

4. Discussion
It can be concluded that the results obtained using the
umbrella sampling methodology are more reliable than the
results obtained using multiple steered molecular dynamics,
for similar total simulation times. This fact can be associated
mainly to the steering velocity. Unfortunately, the decrease
of this velocity results in an important increase in the already
high computational cost. This methodology results inef-
ficiently in systems in which the characteristic relaxation
times are not significantly smaller than the accessible total
simulation time. In this system the final state of the
constrained simulation is far from equilibrium, and this issue
generates a systematic error which can only be reduced by
decreasing the steering velocity and hence increasing the
computational cost. This is due to the fact that there is
significant charge redistribution upon reaction, with a
concomitant change in solvation patterns which is not
represented correctly if the simulation times of the steered
molecular dynamics runs are not significantly higher than
typical residence times of water molecules. This has also
been reported by Cascella in a QM-MM investigation of
formamide hydrolysis.30

On the other hand, the results obtained using the umbrella
sampling with the same total simulation time are more
reliable and in qualitative agreement with experimental
results. This fact can be related with the extensive thermal-
ization of the different umbrella windows, which improves
the convergence of the latter scheme. The hybrid methodol-

ogy allows us to perform a preliminary (and extensive)
thermalization with the full classical Hamiltonian, before
switching to the hybrid QM-MM scheme. This combination
of classical and QM-MM thermalization schemes improves
significantly the efficiency of the umbrella sampling tech-
nique compared to multiple steering molecular dynamics
techniques at essentially the same computational cost.

The Free Energy Barrier. The free energy profile
obtained by the umbrella sampling in aqueous solution shows
the existence of a free energy barrier absent in vacuum. This
barrier is about 3.8 kcal/mol, which is significantly lower
than the experimental estimation. This difference can be
tracked down to the DFT electronic structure at the GGA
level flaws which typically underestimate the barriers or the
absence of polarization effects in the TIP4P force field that
can produce also an underestimation of the ion-solvent
interaction energies. However, the result is qualitatively
correct, and the microscopic view obtained with our simula-
tions can offer important information about the origin of this
barrier. In order to get an estimation of the possible DFT
flaws in predicting the barriers, we have performed single
point calculations of 10 selected snapshots extracted from
the simulations, corresponding to reaction coordinates of 2.25
and 1.75 Å (approximate transition state and product,
respectively). This provides us an estimation of the activation
energy of the reverse reaction. For each snapshot, we have
calculated the energy by employing the Gamess-US pro-
gram31 at the DFT and MP2 levels, treating the reactant
species quantum mechanically, and the 497 water molecules
in the simulation box as TIP4P point charges. The average
energy difference between the product and the approximate
transition state at the MP2 level is 8.6 kcal higher than that
calculated using DFT. This indicates that there is indeed an
underestimation of the energy barriers by DFT in this case,
compared to the MP2 calculations. This DFT flaw is not so
evident in the vacuum calculations. The influence of the
selected water model has been assessed by means of a
scheme in which polarization is modeled by induced point
dipoles on the O and H atoms of water molecules due to the
electric field of the quantum subsystem as well as other water
molecules. These induced dipoles are iterated to self-
consistency.32 We have employed the 10 selected snapshots
extracted from the simulations, corresponding to reaction
coordinates of 2.25 and 1.75 Å (approximate transition state
and product, respectively), and performed single point
calculations using TIP4P charges and TIP4P charges plus

Figure 6. Typical snapshots of the adduct, CO2, and peroxynitrite (left, middle, and right panels, respectively).

Figure 7. Net Mulliken population on the CO2 moiety as a
function of the reaction coordinate.
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induced point dipoles centered at the O and H atoms (1.4146
and 0.0836 Å3, respectively). The average energy difference
between the product and the approximate transition state for
the MP2-TIP4P plus polarization is only 2.0 kcal/mol higher
than the value computed using the MP2-TIP4P scheme. This
indicates that the neglect of solvent polarization results also
in the underestimation of the barrier. However, it seems that
the errors are smaller than those due to DFT.

In order to obtain an atomistic picture of the solvent effects
which produce this barrier, it may be a useful result to
analyze the radial distribution function of solute atoms with
water oxygen atoms corresponding to products and reactants,
shown in Figure 5.

The solvation patterns around the oxygen atoms whose
effective charge change during the reaction are, as expected,
profoundly modified when going from the reactants to the
adduct. In the adduct (upper panel) the oxygen atoms of the
carbon dioxide are strongly solvated because they bear a
significant high negative charge (Mulliken populations of
these atoms are in average-0.55 e). On the other hand, the
oxygen of peroxynitrite (O*) is in a hydrophobic part of the
molecule and exhibits a weak interaction with water (Mul-
liken population of this atom is on average-0.25 e). This
is confirmed by inspecting typical snapshots (Figure 6).

In the lower panel (reactive) the oxygen atoms of CO2

(mean values of the Mulliken population of the O atoms are
-0.26) are poorly solvated (as expected) and the O* is
strongly solvated (mean value of the Mulliken populations
for this atom is-0.66). This means that during the reaction
the strong hydrogen bonds of the O* atom with water
molecules present in the reactant should weaken or break
concomitantly with the formation of the adduct. This is
probably the main microscopic determinant for the observed
free energy barrier. Typical snapshots of CO2, peroxynitrite,
and the adduct in aqueous solution are shown in Figure 6.

The dependence of the net Mulliken population over the
CO2 moiety upon reaction is shown in Figure 7. Since the
system negative charge is localized mostly in the oxygen
(O*) atom of the peroxynitrite in the reactant and in the
oxygen atoms of carbon dioxide in the adduct, the net CO2

Mulliken charge turns out to be a good indicator of the degree
of charge redistribution upon reaction.

In Figure 7 we can see the absence of charge transfer for
reaction coordinate values larger than 2.6 Å. This means that
the bond is practically broken for longer distances and is
consistent with the hypothesis that the barrier is produced
by the solvent, since the steep rise in the free energy profile
is in the range of reaction coordinates 3.2-4.7 Å, in which
the degree of charge transfer indicates that the bond has not
yet formed.

5. Conclusion
The reaction of peroxynitrite with carbon dioxide exhibits a
barrier in the free energy profile produced by the solvent.
The change in the solvation patterns upon reaction is the
microscopic determinant of this barrier, since this change
implicates the breaking of several hydrogen bonds and the
formation of new ones. The results of the QM-MM simula-
tion are in qualitative agreement with the available experi-

mental results. The differences may be due to both the
treatment of the experimental data and to limitations of the
computational scheme. Umbrella sampling methods turned
out to be much more efficient than multiple steered molecular
dynamics schemes, due to the possibility with the former
methodology to employ a combination of classical and QM-
MM thermalization schemes in each simulation window,
which is not possible in the MSMD scheme.
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