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Abstract. Numerous economic time series do not have a constant mean and in practical situations, we often see that the variance 

of observational error is subject to a substantial variability over time. This phenomenon is known as volatility. To take into 

account the presence of volatility in an economic series, it is necessary to resort to models known as conditional heteroscedastic 

models. In these models, the variance of a series at a given time point depends on past information and other data available up to 

that time point, so that a conditional variance must be defined, which is not constant and does not coincides with the overall 

variance of the observed series.  

There is a very large variety of nonlinear models in the literature, which are useful for the analysis of any economic time 

series with volatility, but we will focus in analyzing our series of interest using ARCH type models introduced by Engle (1982) 

and their extensions . These models are non-linear in terms of variance. 

Our objective will be the study of the monthly inflation data of Argentina for the period from January 1943 to December 

2013. The data is officially published by the National Institute of Statistics and Censuses (or INDEC as it is known in Argentina). 

Although it is a very long period in which various changes and interventions took place, it can be seen that certain general patterns 

of behavior have persisted over time, which allows us to admit that the study can be appropriately based on available information. 

Keywords: Inflation, heterocedasticity, volatility, time series. 

Introduction 
Numerous economic time series do not have a 

constant mean and in practical situations, we often 
see that the variance of observational error is 
subject to substantial variability over time. This 
phenomenon is known as volatility. 

To take into account the presence of volatility 
in an economic series, it is necessary to resort to 
models known as conditional heteroscedastic 
models. In these models, the variance of a series at 
a given time point depends on past information and 
other data available up to that time point, so a 
conditional variance can be defined, which is not 
constant and does not coincide with the overall 
variance of the observed series. 

An important feature of any economic time 
series is that they are not generally serially 

correlated but they are dependent. Thus linear 
models such as those belonging to the family of 
autoregressive moving average models or ARMA 
models may not be appropriate to describe these 
series. 

The first inspection of series such as the one 
we will study suggests that they do not have a 
mean and a constant variance. A stochastic variable 
in which the variance is constant is said to be 
homocedastic as opposed to what would be a 
heteroscedastic variable. For those series where 
there is volatility, the unconditional variance can be 
constant even when the conditional variance in 
some periods is unusually large. 

Our objective will be the study of the monthly 
inflation data of Argentina for the period from 
January 1943 to December 2013. The data is 
officially published by the National Institute of 
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Statistics and Censuses (INDEC). Although it is a 
very long period in which basic changes, basket 
changes and interventions took place even in the 
INDEC itself, it can be seen that certain general 
patterns of behavior have persisted over time, 
which allows us to admit that the study is 
adequately based on the information available. 

Method  

Research Model 

Modeling volatility 
Linear models of the ARMA type, for example, 

admit that the disturbances have zero mean and 
constant variance, usually equal to one (this is 
equivalent to saying that these disturbances are 
white noise). Under these conditions, the 
conditional variance given over the past history, 
that is given 1−tF , is constant over time. 

There is a very large variety of nonlinear 
models available in the literature to address these 
situations, but we will focus on ARCH models or 
autoregressive conditional heteroscedastic models 
introduced by R. Engle (1982) and their extensions . 
These models are nonlinear in terms of variance. 

In the analysis of non-linear model, errors 
(also called innovations, because they represent the 
new part of the series that cannot be predicted from 

the past) known as tε , are generally assumed IID 

and the model has the form 
( ) ( )
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where ( ) ,ttgg µ==•  represents the conditional 

mean and ( ) 22
thh =•  is the conditional variance. 

ARCH type models 
The basic idea of this model is that a series 

ty  is not serially correlated but depends on past 

prices through a quadratic function. 

An ARCH(q) model can be expressed as 
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where ttt yz µ−=  and ( )•D  is a probability 

density function with zero mean and variance equal 
to one. 

An ARCH model such as the one just 
described adequately describes volatility clustering. 

The conditional variance of ty  is an increasing 

function of the square of the shock that occurs at 

time .1−t  Consequently, if ty  is sufficiently 

large in absolute value, 2
tσ  and thus ty  are 

expected to be also large in absolute value. It is 
necessary to take into account that even when the 
conditional variance in an ARCH type model varies 

with time, that is, ( ),1
22

−=σ ttt FzE  the 

unconditional variance of tz  is constant and, 

given that ω> 0 and ,1
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In most practical applications, excess kurtosis 
in an ARCH model, along with a normal 
distribution, is not enough to be able to explain 
what a dataset like ours. Therefore, we can make 
use of other distributions. For example, we can 

suppose that tε  follows a t Student distribution 

with mean 0, variance equal to 1 and υ degrees of 

freedom, that is, tε  is ST (0,1, υ). In this case, the 

unconditional kurtosis for the ARCH (1) model is 
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( ) ( )2
1

2
1 11 λααλ −−  where ( ) ( ).423 −−= υυλ  

Due to the additional coefficient υ, the ARCH (1) 
model based on a t distribution will have heavier 
tails than one based on a normal distribution. 

The calculation of 2
tσ  in (2) depends on past 

quadratic residues, ,2
tz  that are not observed for 

.1,,1,0 +−−= qt   To initialize the process, 
unobserved quadratic residuals are set to a value 
equal to the sample mean. 
GARCH type models 

While Engle (1982) certainly made the 
greatest contribution to financial econometrics, 
ARCH type models are rarely used in practice 
because of their simplicity. 

A good generalization of this model is found 
in the GARCH type models introduced by 
Bollerslev (1986). This model is also a weighted 
average of the past quadratic residuals. This model 
is more parsimonious than ARCH models, and even 
in its simplest form, has proven to be extremely 
successful in predicting conditional variances. 

It should be noted that GARCH type models 
are not the only extension and there are at least 
twelve specifications related to them that will be 
the object of future research. 

Generalized ARCH models (or GARCH 
models as they are also known) are based on an 
infinite ARCH specification and allow to reduce the 
number of parameters to be estimated by imposing 
nonlinear constraints on them. The GARCH(p, q) 
model is expressed as follows 
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As in the case of ARCH models, it is 

necessary to impose some restrictions on 2
tσ  to 

ensure that it is positive for all t. Bollerslev (1986) 
showed that ensuring that  

),,1(for  0 ,0 qiai =≥>ω  and  

),,1(for  0 pij =≥β  is sufficient to guarantee 

that the conditional variance is positive. 
In terms of the estimation process, we can say 

that many authors have proposed using a Student t 
distribution in combination with a GARCH model 
to adequately model heavy tails on economic or 
financial time series whose data are of high 
frequency, which will be seen below. 

Sample  

First, we proceed to plot the series. Within the 
study of a series, graphic methods are an excellent 
way to begin an investigation. 

After plotting it, we can immerse ourselves in 
a detailed study of the subject under consideration. 
Among the functions that comply with the graphs 
that we will present are the following: 

1. They make the data under study more 
visible, systematized and synthesized. 

2. They reveal their variations and their 
historical or spatial evolution. 

3. They can show the relationships between 
the various elements of a system or a 
process and show indications of the 
future correlation between two or more 
variables. 

In addition to this, the application of these 
methods suggests new research hypotheses and 
allows the subsequent implementation of statistical 
models ranging from the simplest to those that are 
much more refined, thus achieving a better analysis 
of the data and its fluctuations over time. 

Section (a) of Figure 1 shows the monthly 
levels of the Consumer Price Index. In section (b) 
of the same figure we can see the first differences 
of the logarithm of the monthly IPC level. This is 
what is popularly known as inflation and will be 
the series object of our work. 
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After a careful inspection of this last section, 
we can see that there are periods where the 
volatility is low and can be confused with the 
presence of seasonality especially within the period 
from January 1943 until the end of 1974. Then, 
there is a clear a period of very important volatility 

until late 1977, which is repeated with similar 
characteristics between 1983 and the end of 1985. 
Subsequently, between 1987 and the end of 1992 
we have a period of high volatility. From late 2001, 
the volatility in the series under study is almost null, 
and it almost disappears from 2009. 

 
Figure 1: (a) Monthly levels of the Consumer Price Index from January 1943 to December 2013. (b) First difference 
of the logarithm of the level of the Consumer Price Index from January 1943 to December 2013. 

 
 
Figure 2 shows in section (a) the 

autocorrelation for the inflation  series under 
study, also in section (b) we can see the partial 
autocorrelation function. Finally, in section (c), we 
have the estimated density function which is 
represented by a red line, compared to the normal 
density function which is represented by a green 

line. 
From the study of this figure we see that the 

series is not stationary, although it has some 
seasonal components and its distribution is 
different from that of a normal variable, so it is 
possible that we must make their corresponding 
estimates using a t Student distribution. 
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Figure 2: (a) Autocorrelation function of the inflation series for the period from January 1943 to December 2013. (b) 
Partial autocorrelation function of the same series under study. (c) Estimated density function compared to normal 
density (green line). 

 
Data Analysis and Discussion  

Different alternatives were tried with respect 
to the modeling of the inflation series in Argentina 
for the period between January of 1943 and 
December of 2013. After analyzing them and 
seeing the values of different  goodness of fit 
statistics, like the Akaike Criterion, the Schwarz 
Criterion or the Hannan - Quinn Criterion, we are 
left with a model based on the equation (1), where 

ty  is the series under study and its explicit 

specification is given by 

,tttt hy εµ +=  (5) 

where tε  has a t distribution with 2.21167 

degrees of freedom. The conditional mean, tµ  is 

equal to a general mean µ  a seasonal component 
and an ARMA (1, 1) process, which is explicitly 

, 11 −− ++++= tttt y θννϕγµµ  (6) 

where ttt hεν =  and tγ  is a seasonal component 

that satisfies the following condition 

,111 −− −−−= ttt γγγ   (7) 

that is, its sum is equal to zero over the previous 
year. This is achieved with the introduction of 
adequate dummy variables, Besides that, the 
conditional variance in (5) is given by 

( ) ,2
1

2
11

22
−−− +−+== ttttt yh βσµαωσ  (8) 

that is, a GARCH(1, 1) with a constant given by 
.ω  In the estimation process for our case, we 

could see that the constant was not significant 
different from zero, so we decided to remove it in 
the final formulation.  
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Figure 3: Characteristics of the inflation series for the period between 1943 and 2013. (a) Inflation series. (b) 
Residues from the inflation series. (c) Quadratic residues. (d) Standardized residuals. (e) Conditional mean from the 
application of the volatility. (f) Conditional standard deviation. (g) Conditional variance. (h) Standardized residuals 
compared to a t distribution with 0, 1 and 2.21167 degrees of freedom. 

 
In the (a) the series of inflation again , in (b) 

we can see the residuals, in (c) we have the 
quadratic residuals while in (d) we have are the 
standardized residuals of the series. In section (e) 
of Figure 3 we show the estimated conditional 
mean for the proposed volatility model, in (f) we 
see the conditional standard deviation, while in (g) 
we observe the estimated conditional variance that 
arises from the application of the model to our 
series under study.  

Looking closely at sections (a), (e), (f) and (g) 
of Figure 3, we can say that the model adequately  
 
 
 
 
 
 

explains the inflation series of our country for the 
period between 1943 and 2013. This same 
characteristic arises again in section (h) when 
comparing the distribution of the standardized 
residuals with a Student t distribution with 2.21167 
degrees of freedom. 

An interesting fact to note is that towards the 
end of the period under consideration, in particular 
from October or November 2004, the conditional 
variance or volatility of the series becomes 
practically insignificant. 
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Figure 4: Prediction of the conditional mean versus the inflation series for the period between 1943 and 2013 (top). 
Conditional variance prediction for the model for the period between 1943 and 2013 (bottom). 

 
At the top of Figure 4 we can see the last ten 

observations of the series under study, highlighted 
in blue, and the corresponding predictions of the 
conditional mean. The vertical bars correspond to 
the 95% confidence interval that serve to compare 
the predicted value with the one we observed. In 
the lower graphic we tried to predict the 
conditional variance corresponding to the last ten 
observations of our series under study, however, 
this was not possible. As we have already 
expressed, the conditional variance, or volatility, as 
of October 2004 is equal to zero. This situation 
corroborates the fact that from that date no 
volatility predictions can be made for this series, 
which is in line with the beginning of a period of 

lack of confidence in official statistics. Statistically, 
this involved the prediction of values different 
from those that may have been in reality, which 
gave rise to an extremely smooth series that does 
not coincide with the rest of it nor with the reality 
lived. 

Figure 5 is similar to Figure 4, but in the latter 
the bars corresponding to the confidence intervals 
were removed and the vertical axis scale was 
changed in order to have a better observation of the 
original series and the predicted conditional mean. 
One can clearly see a great coincidence between 
both Figures and the analysis that we can do is 
exactly the same for both cases. 
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Figure 5: Prediction of the conditional mean versus the inflation series for the period between 1943 and 2013 (top). 
Conditional variance prediction for the model for the period between 1943 and 2013 (bottom). 

 

Final Remarks 
In this initial stage of our investigation, we set 

out to analyze methods to treat a great variety of 
data with irregularities that happen in time series. 
Integrated autoregressive moving averages models 
(or ARIMA models) are often considered to provide 
the main basis for modeling in any time series. 
However, given the current state of research in 
time series research, there may be more attractive, 
and above all more efficient alternatives. 
Numerous economic time series do not have a 
constant mean and also in most cases phases are 
observed where relative calm reigns, followed by 
periods of important changes, that is, that the 
variability changes over time. Such behavior is 
what is called the volatility. 

Among the models we have presented are the 
ones belonging to the ARCH family. The ARCH 
models or autoregressive models with conditional 
heteroscedasticity were first presented by Engle in 
1982 with the aim of estimating the variance of 
inflation in Great Britain. The basic idea of this 

model is that ty  is not serially correlated but the 

conditional volatility or variance of the series 
depends on the past returns by means of a quadratic 

function. However this kind of models are rarely 
used in practice because of their simplicity. A good 
generalization of this model is found in the 
GARCH type models introduced by Bollerslev 
(1986). This model is also a weighted average of 
the last quadratic residuals, but it is more 
parsimonious than the ARCH type models and even 
in its simplest form has proven to be extremely 
successful in predicting conditional variances, so 
we decided to make use of them when working 
with our data. 

Before applying any statistical method to the 
data under study it is fundamental to observe them 
graphically in order to be able to become familiar 
with them. This can have numerous benefits, as we 
have explained at the beginning of our analysis, as 
this process will serve as an indicator of ideas for a 
more detailed later study. This was the first step of 
our work in which we could see the main features 
of the series and served us to make an appropriate 
adjustment of it. Again it is necessary to emphasize 
that although this is a very long period to analyze; 
where there were numerous changes such as the 
base, and interventions in the  INDEC, it is 
possible to make a very interesting study where the 
main characteristics of the series are appreciated. 
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We decided to fit an appropriate GARCH type 
model that captures the main characteristics of the 
data. We saw that it takes adequately to the 
volatility of the series but however, it presents 
some difficulties when making predictions. It 
remains for later work to analyze if we can use 
another specification that takes into account this 
fact that captures even more the characteristics of 
the series that can do a GARCH model like the one 
we have seen. With this analysis we have been able 
to estimate that from October 2004, volatility is 
equal to zero. This situation corroborates the fact 
that from that date no volatility predictions can be 
made for this series, which is consonance with the 
beginning of a period of lack of confidence in the 
official statistics. Statistically, this gave rise to an 
extremely smooth series that does not match the 
rest nor with the reality lived. 
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Abstract. The Boltzmann equilibrium distribution is an important rigorous tool for determining entropy, since this 
function cannot be measured, but only calculated in accordance with Boltzmann's law. 
On the basis of the commensuration coefficient of discrete and continuous similarly-named distributions developed 
by the authors, the article analyses the statistical sum in the Boltzmann distribution to the commensuration with the 
improper integral of the similarly-named function in the full range of the term of series of the statistical sum at the 
different combination of the temperature and the step of variation (quantum) of the particle energy. The convergence 
of series based on the Cauchy, Maclaurin criteria and the equal commensuration of series and improper integral of 
the similarly-named function in each unit interval of variation of series and similarly-named function were estab-
lished. 
The obtained formulas for the commensuration coefficient and statistical sum were analyzed, and a general expres-
sion for the total and residual statistical sums, which can be calculated with any given accuracy, is found. Given a 
direct calculation formula for the Boltzmann distribution, taking into account the values of the improper integral and 
commensuration coefficient. 
To determine the entropy from the new expression for the Boltzmann distribution in the form of a series, the conver-
gence of the similarly-named improper integral is established. However, the commensuration coefficient of integral 
and series in each unit interval turns out to be dependent on the number of the term of series and therefore cannot be 
used to determine the sum of series through the improper integral. In this case, the entropy can be calculated with a 
given accuracy with a corresponding quantity of the term of series n at a fixed value of the statistical sum. 
The given accuracy of the statistical sum turns out to be mathematically identical to the fraction of particles with an 
energy exceeding a given level of the energy barrier equal to the activation energy in the Arrhenius equation. 
The prospect of development of the proposed method for expressing the Boltzmann distribution and entropy is to 
establish the relationship between the magnitude of the energy quantum ∆ε and the properties of the system-forming 
particles. 
Key words: distribution, entropy, sequence, commensuration, statistical sum, convergent series, analysis. 

 
 

Introduction 
The Boltzmann equilibrium distribution is 

the most important, if not the only, rigorous tool 
for determining entropy, since this function cannot 
be measured, but only calculated in accordance 
with Boltzmann's law [1, 2]:  

𝑃𝑃𝑖𝑖 =
𝑁𝑁𝑖𝑖
𝑁𝑁

= 𝑒𝑒−
𝜀𝜀𝑖𝑖
𝑘𝑘𝑘𝑘 �𝑒𝑒−

𝜀𝜀𝑖𝑖
𝑘𝑘𝑘𝑘  

𝑚𝑚

𝑖𝑖=1

� ,                           (1) 

where Pi  is the fraction of particles with energy εi; 
Ni  is the number of particles possessing this ener-
gy; N is the total number of particles; m is the 
number of considered energy levels which can be 
infinite; k is the Boltzmann constant; T is the abso-
lute temperature. 

The fractional divisor in (1) is the sum of 
the states of particles or the statistical sum that is 
calculated for various objects in one way or anoth-
er, including direct calculation by spectroscopic 

data, or as a continuous value with a transition 
from summation to integration [3]. However, the 
summation and integration are not identical proce-
dures in either physical or mathematical terms, 
since in the first case it is necessary to take into 
account the actual quantization of energy, which is 
implied by the meaning of the Boltzmann constant, 
while in the second case the difference arises from 
inequality ∆х ≠ dx in discrete and continuous dis-
tributions, even when the number of levels of 
energy m tends to infinity.  

Thus, the calculation of the statistical sum is 
more or less approximate. However, for all non-
identity of continuous and discrete distributions 
under certain conditions, their commensuration is 
ensured in the entire range of the function change, 
as we showed earlier [4], and this creates the pos-
sibility of a more rigorous direct calculation of the 
statistical sum and, together with it, entropy. 

DAVID  PUBLISHING 
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The method for determining the 
commensuration of the statistical 
sum in discrete and continuous 
epressions 

As is known, the basis of differential and 
integral calculations is the reducibility of discrete 
dependencies to continuous ones while the argu-
ment variability interval ∆х tends to infinitely 
small quantity dx. But the relationship between 
discrete and continuous distributions can turn out 
to be definite and productive at fixed variability 
intervals ∆х.  

This is most evident in the establishment of 
the convergence of series; i.e. the sum of discrete 
quantities, using the Cauchy, Maclaurin integral 
convergence criterion [5], according to which the 
series ∑ 𝑎𝑎𝑛𝑛∞

𝑛𝑛=1  converges if for a function f(x) that 
takes values of an at the points x = n, namely f(n) = 
an, and under the condition of a monotonic de-
crease of f(x) in the area x ≥ n0 observing inequali-
ty f(x) ≥ 0, providing the convergence of the im-
proper integral ∫ 𝑓𝑓(𝑥𝑥)∞

𝑛𝑛0
𝑑𝑑𝑑𝑑. 

Thus, this sign establishes a certain equiva-
lence of the discrete and continuous distributions 
of the variable value. Our paper [4] justifies the 
possibility of calculating the sum of series through 
the improper integral of the similarly-named func-
tion if for any unit interval of variation of series, (n 
– 1) ÷ n, the ratio of the integral of similarly-
named function in this interval and hence of its 
mean value to the corresponding term of the series 
an is constant, independent of n: 

𝐾𝐾 =  
∫ 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑𝑛𝑛
𝑛𝑛−1

𝑎𝑎𝑛𝑛
= 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ≠ 𝑓𝑓(𝑛𝑛).     (2) 

In this case, all the improper integral also 
refers to the sum of series with the same coeffi-
cient of commensuration: 

𝐾𝐾 =
∫ 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑∞

0
∑ 𝑎𝑎𝑛𝑛∞
𝑛𝑛=1

.  (3) 

From this the formula for calculating the 
sum of series follows 

𝑆𝑆 = �𝑎𝑎𝑛𝑛

∞

𝑛𝑛=1

=
1
𝐾𝐾
� 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑.
∞

0

   (4) 

With respect to this expression, the statistic-
al sum must be expressed through the general term 
of series, giving a certain energy variability inter-
val (quantum) ∆ε and providing the first energy 
level equal to zero in the following form  

𝑎𝑎𝑛𝑛 = 𝑒𝑒−(𝑛𝑛−1)∆𝜀𝜀/𝑘𝑘𝑘𝑘 ,                                     (5) 

and the similarly-named function f(x) in the fol-
lowing form 

𝑓𝑓(𝑥𝑥) = 𝑒𝑒−
(𝑥𝑥−1)∆𝜀𝜀

𝑘𝑘𝑘𝑘 ,  (6) 

Here it should be borne in mind that the 
fraction ∆ε/kT is a constant value for the underta-
ken analysis, i.e. as usual, the isothermal distribu-
tion of the function is considered at a some given 
value ∆ε. This does not prevent to vary any further 
combinations of T and ∆ε, including functionally 
related ones, for the solutions obtained. Therefore, 
in all calculations, this fraction can be designated 
as b = ∆ε/kT. 

But first we must verify the convergence of 
the statistical sum according to the Cauchy, Mac-
laurin criteria, taking the improper integral: 

� 𝑒𝑒−(𝑥𝑥−1)∆𝜀𝜀/𝑘𝑘𝑘𝑘

∞

0

𝑑𝑑𝑑𝑑 = � 𝑒𝑒−𝑏𝑏𝑏𝑏+𝑏𝑏

∞

0

𝑑𝑑𝑑𝑑

= −
1
𝑏𝑏
�𝑒𝑒−𝑏𝑏𝑏𝑏+𝑏𝑏�0

∞ =
𝑒𝑒𝑏𝑏

𝑏𝑏
=
𝑘𝑘𝑘𝑘
∆𝜀𝜀

𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 .  (7) 

The integral converges for the constants T 
and ∆ε, therefore, the statistical sum also con-
verges ∑ 𝑒𝑒−(𝑛𝑛−1)𝑏𝑏∞

𝑛𝑛=1 = ∑ 𝑒𝑒−(𝑛𝑛−1)∆𝜀𝜀/𝑘𝑘𝑘𝑘∞
𝑛𝑛=1 . 

The commensuration coefficient of conti-
nuous and discrete distributions (4) in this case is 
expressed as  

𝐾𝐾 =
∫ 𝑒𝑒−𝑏𝑏𝑏𝑏+𝑏𝑏𝑛𝑛
𝑛𝑛−1 𝑑𝑑𝑑𝑑
𝑒𝑒−(𝑛𝑛−1)𝑏𝑏 =

−1
𝑏𝑏 �𝑒𝑒

−𝑏𝑏𝑏𝑏+𝑏𝑏�𝑛𝑛−1
𝑛𝑛

𝑒𝑒−(𝑛𝑛−1)𝑏𝑏 =
𝑒𝑒𝑏𝑏 − 1
𝑏𝑏

=
𝑘𝑘𝑘𝑘
∆𝜀𝜀

(𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1).   (8)

This coefficient does not depend on n; 
hence it is applicable to the whole multitude 
∑ 𝑎𝑎𝑛𝑛∞
𝑛𝑛=1 , that has a limit 

�𝑒𝑒−𝑏𝑏𝑏𝑏+𝑏𝑏
∞

𝑛𝑛=1

=
1
𝐾𝐾
� 𝑒𝑒−𝑏𝑏𝑏𝑏+𝑏𝑏

∞

0

𝑑𝑑𝑑𝑑 =
𝑏𝑏

𝑒𝑒𝑏𝑏 − 1
∙
𝑒𝑒𝑏𝑏

𝑏𝑏

=
𝑒𝑒𝑏𝑏

𝑒𝑒𝑏𝑏 − 1

=
𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘

𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1

.  (9) 

Thus, the statistical sum, and also the 
Boltzmann distribution, obtain a generalized ma-
thematical certainty that in the familiar indexation 
of variables will take the following form 
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𝑃𝑃𝑖𝑖 =
𝑁𝑁𝑖𝑖
𝑁𝑁

=
𝑒𝑒−

𝜀𝜀𝑖𝑖
𝑘𝑘𝑘𝑘

∑ 𝑒𝑒−
𝜀𝜀𝑖𝑖
𝑘𝑘𝑘𝑘∞

𝑖𝑖=1

=
𝑒𝑒−

(𝑖𝑖−1)∆𝜀𝜀
𝑘𝑘𝑘𝑘

𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘

�𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1�

= 𝑒𝑒−
𝑖𝑖∆𝜀𝜀
𝑘𝑘𝑘𝑘 �𝑒𝑒

∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1�.  (10) 

In the new form, this dependence, as well as 
the expressions for the commensuration coefficient 
(8) and statistical sum (9), and also for Boltzmann 
mathematical entropy, 

𝐻𝐻 = −�𝑃𝑃𝑖𝑖

∞

𝑖𝑖=1

ln𝑃𝑃𝑖𝑖 ,  (11) 

are suitable not only for general, but also for nu-
merical analysis, as well as for the direct calcula-
tion of all the characteristics discussed. 

Analysis of the limits of change in 
the commensuration coefficient, the 
statistical sum and the Boltzmann 
entropy 

The commensuration coefficient (8) is con-
venient for analyzing the limits of variation in the 
following form 

𝐾𝐾 =
𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1
∆𝜀𝜀
𝑘𝑘𝑘𝑘

.  (12) 

In the methodological respect it is important 
to verify the desire for complete commensuration 
of the discrete and continuous expressions of the 
statistical sum as the variability interval of the 
energy of particles tends to zero. In fact, the initial-
ly arising uncertainty 

lim
∆𝜀𝜀→0

𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1
∆𝜀𝜀
𝑘𝑘𝑘𝑘

=
0
0

is further disclosed according to L'Hospital's rule 
with the result 

lim
∆𝜀𝜀→0

𝑑𝑑 �𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1�

𝑑𝑑 �∆𝜀𝜀𝑘𝑘𝑘𝑘�
= 𝑒𝑒

∆𝜀𝜀
𝑘𝑘𝑘𝑘⇒1,  (13) 

that indicates the identification of the compared 
distributions for ∆ε → dε. 

But with a very rough specification of inter-
vals of the energy of particles, the opposite result 
is obtained, and the distributions under considera-
tion become incommensurate: 

lim
∆𝜀𝜀→∞

𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1
∆𝜀𝜀
𝑘𝑘𝑘𝑘

=
∞
∞
⇒
𝑑𝑑 �𝑒𝑒

∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1�

𝑑𝑑 �∆𝜀𝜀𝑘𝑘𝑘𝑘�
= 𝑒𝑒

∆𝜀𝜀
𝑘𝑘𝑘𝑘

= ∞.  (14) 

This determines the inevitability of errors in 
the direct replacement of a discrete sum by a con-
tinuous one. 

As to the effect of temperature on the com-
mensuration of discrete and integral expressions of 
the statistical sum, the very formula of the com-
mensuration coefficient implies the opposite cha-
racter of this effect in comparison with ∆ε: when Т 
→ 0 К → ∞, and when Т → ∞ К → 1. Such an 
effect is quite natural, since at an infinitely high 
temperature the relative role of any given energy 
variability intervals is reduced to zero, and at abso-
lute zero temperature there is only a zero energy 
level, and any given energy variability interval 
with respect to the zero energy value becomes in-
finitely large, determining the impossibility of any 
distributions. 

The effect of temperature on the statistical 
sum value (9) is expressed by the limits: 

lim
𝑇𝑇→0

∆𝜀𝜀
𝑘𝑘𝑘𝑘

𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1

=
𝑒𝑒∞

𝑒𝑒∞ − 1
= 1,  (15) 

lim
𝑇𝑇→∞

∆𝜀𝜀
𝑘𝑘𝑘𝑘

𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1

=
1

1 − 1
= ∞.  (16) 

Such limits are related to the fact that when 
T = 0 there exists only the first, zero energy level, 
which contribution to the statistical sum is always 
equal to one, which follows directly from the for-
mula (5). At an infinitely high temperature, the 
improper integral (7) becomes divergent, and this 
according to the Cauchy, Maclaurin criterion de-
termines the divergence of the similarly-named 
series. The physical picture of such a state is very 
conditional and reduces to a kind of uniform 
"smearing" of a finite number of particles over an 
infinite variety of energy levels [3] and even con-
tradicts the information degeneration of the ther-
modynamic system at an infinitely high tempera-
ture, when the diversity of the system is deter-
mined only by the total number of particles and the 
corresponding limit of entropy [6-11]. However, 
this feature goes beyond the limits of the underta-
ken analysis of the statistical sum and is consistent 
with the existing formal approach to such an anal-
ysis [1-3]. As for the effect ∆ε on the statistical 
sum, it is also opposite to the effect of temperature: 
when ∆ε → 0 this sum tends to infinity for a given 
temperature, and when ∆ε → ∞ all the finite ener-
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gy of the system formally refers to the first "inter-
val" and also formally becomes zero with the first 
and only term of series equal to one. 

It is theoretically and practically feasible to 
determine the sufficient number of terms of the 
statistical sum to calculate it with a certain accura-
cy. This is necessary to calculate the entropy by 
formula (11), which itself represents a new series 
requiring the determination of its sum, which in-
cludes the statistical sum (9). In the framework of 
the approach taken to consider such a sum as a 
convergent series, this problem has the following 
solution. 

As shown in our paper [4], the commensura-
tion coefficient of continuous and discrete distribu-
tions (2) can be used not only to express the total 
sum of the series (4), but also of any partial sum Sn 
through the improper integral of the similarly-
named function with the upper limit n: 

𝑆𝑆𝑛𝑛 =
1
𝐾𝐾
�𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑
𝑛𝑛

0

.   (17) 

This integral for the problem under consid-
eration is defined as 

𝑆𝑆𝑛𝑛 = �𝑎𝑎𝑛𝑛

𝑛𝑛

𝑛𝑛=1

=
1
𝐾𝐾
�𝑒𝑒−(𝑥𝑥−1)𝑏𝑏𝑑𝑑𝑑𝑑
𝑛𝑛

0

= −
1
𝐾𝐾𝐾𝐾

�𝑒𝑒−𝑏𝑏𝑏𝑏+𝑏𝑏�0
𝑛𝑛

=
𝑒𝑒𝑏𝑏

𝐾𝐾𝐾𝐾
(1 − 𝑒𝑒−𝑏𝑏𝑏𝑏 ).  (18) 

Substituting here the expressions for K (8) 
and b = ∆ε /kT, we obtain a formula for calculating 
the partial sums 

𝑆𝑆𝑛𝑛 = �𝑎𝑎𝑛𝑛

𝑛𝑛

𝑛𝑛=1

=
𝑒𝑒−

𝑛𝑛∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1

𝑒𝑒−
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1

.  (19) 

With its help you can determine the amount 
of the residual sum 

𝑅𝑅𝑛𝑛 = 𝑆𝑆 − 𝑆𝑆𝑛𝑛 =
𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘

𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1

−
𝑒𝑒−

𝑛𝑛∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1

𝑒𝑒−
∆𝜀𝜀
𝑘𝑘𝑇𝑇 − 1

=
𝑒𝑒

(1−𝑛𝑛)∆𝜀𝜀
𝑘𝑘𝑘𝑘

𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1

.  (20) 

The ratio of the residual sum to the total 
sum of the series can serve as a criterion for the 
accuracy of its calculation when the terms n are 
limited by the number. Using formulas (20) and (9), 
we find 

𝑅𝑅𝑛𝑛
𝑆𝑆

= 𝑒𝑒−
𝑛𝑛∆𝜀𝜀
𝑘𝑘𝑘𝑘 .  (21) 

It is quite obvious that with an increase in 
the accounted terms of series, the contribution of 
the residual sum decreases and its fraction, as the 
calculation error, tends to zero. But the most im-
portant is that from here one can directly find the 
necessary number of terms of series to calculate 
the sum of series with a given accuracy equal to 
Rn/S in fractions of a unit: 

𝑛𝑛 = −
𝑘𝑘𝑘𝑘
∆𝜀𝜀

ln
𝑅𝑅𝑛𝑛
𝑆𝑆

.  (22) 

All the calculations of this section of the Ar-
ticle, which were previously described in detail in 
our paper [12], are subject to numerical verifica-
tion for a certain idea of the possibilities of the 
discussed approach to the analysis of the 
Boltzmann distribution. 

However, expression (21) is even more in-
formative, since the product n∆ε has the meaning 
of an arbitrary value of energy εn, beginning from 
which all higher energy levels (i.e. residuals in the 
full range of the energy series) are related to the 
value of kT, which has a meaning of the store of 
thermal energy of the substance. This allows us to 
consider the value εn = n∆ε as some energy barrier, 
which overcoming corresponds to a fraction of the 
particles equal to Rn/S. In turn, this fraction ac-
quires the meaning of exponential factor in the 
expression for the rate constant in the Arrhenius 
equation (in terms of molar quantities) 

𝑘𝑘 = 𝐴𝐴0𝑒𝑒
−𝐸𝐸𝑎𝑎𝑘𝑘𝑘𝑘 = 𝐴𝐴0

𝑅𝑅𝑛𝑛
𝑆𝑆

= 𝐴𝐴0𝑒𝑒
−𝑛𝑛∆𝜀𝜀𝑘𝑘𝑘𝑘 .        (23)

The same result is obtained by using 
integral expressions for the residual fraction of the 
statistical sum 

∫ 𝑒𝑒−(𝑥𝑥−1)𝑏𝑏𝑑𝑑𝑑𝑑∞
𝑥𝑥=𝑛𝑛

∫ 𝑒𝑒−(𝑥𝑥−1)𝑏𝑏𝑑𝑑𝑑𝑑∞
0

=
−1
𝑏𝑏 �𝑒𝑒

−𝑏𝑏𝑏𝑏+𝑏𝑏�𝑛𝑛
∞

1
𝑏𝑏 𝑒𝑒

𝑏𝑏
=

1
𝑏𝑏 𝑒𝑒

−𝑏𝑏𝑏𝑏𝑒𝑒𝑏𝑏

1
𝑏𝑏 𝑒𝑒

𝑏𝑏

= 𝑒𝑒−𝑏𝑏𝑏𝑏

= 𝑒𝑒−
𝑛𝑛∆𝜀𝜀
𝑘𝑘𝑘𝑘 .  (24) 

Equality of expressions (23) and (24) is en-
sured by the commensuration of corresponding 
discrete and continuous distributions, so that the 
commensuration coefficients are reduced in their 
relative values. 

The obtained independent treatment of sta-
tistical meaning of the exponential factor in the 
Arrhenius equation, in addition to confirming all 
the computations undertaken, makes it even more 
definite to emphasize the necessity of using equili-
brium distributions in the mapping of kinetic 
processes, as well as probabilistic representations 
under the influence of chemical, physical and me-
chanical factors. 
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But first we must verify the convergence of 
the new entropy expression (11) in terms of the 
found statistical sum (9) for the particle distribu-
tion according to the energy Pi (10): 

𝐻𝐻 = −∑ 𝑒𝑒−
𝑖𝑖∆𝜀𝜀
𝑘𝑘𝑘𝑘∞

𝑖𝑖=1 �𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1� 𝑙𝑙𝑙𝑙 �𝑒𝑒−

𝑖𝑖∆𝜀𝜀
𝑘𝑘𝑘𝑘 �𝑒𝑒

∆𝜀𝜀
𝑘𝑘𝑘𝑘 −

1. (25) 

This sum is a functional series, general term 
of which can be expressed by taking into account 
the designation of constants for a given series of 

quantities b = ∆ε /kT and 𝐴𝐴 = 𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1 as 

𝑎𝑎𝑛𝑛 = 𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 𝑙𝑙𝑙𝑙(𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 ).  (26) 

A necessary condition for the convergence 
of series according to the Cauchy criterion is 

lim
𝑛𝑛→∞

𝑎𝑎𝑛𝑛 = 0. 
Then 

lim
𝑛𝑛→∞

(𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 ) 𝑙𝑙𝑙𝑙(𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 ) = 0 ∙ ∞. 

This uncertainty is revealed according to 
L'Hospital's rule by differentiating the fractional 
expression an: 

lim
𝑛𝑛→∞

𝐴𝐴𝐴𝐴𝐴𝐴(𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 )
𝑒𝑒𝑏𝑏𝑏𝑏

=
∞
∞
⇒
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴(𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 )

𝑑𝑑𝑒𝑒𝑏𝑏𝑏𝑏

= −
𝐴𝐴

𝑒𝑒2𝑏𝑏𝑏𝑏 ⇒0. 

The necessary condition is met, but suffi-
cient can be established by the integral criterion of 
Cauchy, Maclaurin. Here the similarly-named 
function for the general term of series (26) will be 

𝑓𝑓(𝑥𝑥) = 𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 𝑙𝑙𝑙𝑙(𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 ).  (27) 

The improper integral of this function with-
in the variation of an is expressed as 

� 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 =
∞

0

� 𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 𝑙𝑙𝑙𝑙(𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 )
∞

0

𝑑𝑑𝑑𝑑

= �(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)
∞

0

𝑒𝑒−𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑

− � 𝐴𝐴𝐴𝐴
∞

0

𝑥𝑥𝑒𝑒−𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑.    (28) 

This allows us to use table integrals of the 
following form 

�𝑒𝑒𝑎𝑎𝑎𝑎 𝑑𝑑𝑑𝑑 =
1
𝑎𝑎
𝑒𝑒−𝑎𝑎𝑎𝑎    and  �𝑥𝑥𝑒𝑒𝑎𝑎𝑎𝑎 𝑑𝑑𝑑𝑑

=
𝑒𝑒𝑎𝑎𝑎𝑎

𝑎𝑎2 (𝑎𝑎𝑎𝑎 − 1). 

The first integral in (28) is equal to 

�(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)
∞

0

𝑒𝑒−𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑 = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 �−
1
𝑏𝑏
� �𝑒𝑒−𝑏𝑏𝑏𝑏 �0

∞

=
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴
𝑏𝑏

.  (29) 

The second integral leads to the following 
uncertainty 

� 𝐴𝐴𝐴𝐴
∞

0

𝑥𝑥𝑒𝑒−𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑 =
𝐴𝐴
𝑏𝑏
�−𝑏𝑏𝑏𝑏𝑒𝑒−𝑏𝑏𝑏𝑏 − 𝑒𝑒−𝑏𝑏𝑏𝑏 �0

∞

=
𝐴𝐴
𝑏𝑏

(−∞ ∙ 0 + 1), 

which is disclosed according to L'Hospital's rule 

lim
𝑥𝑥→∞

(𝑏𝑏𝑏𝑏𝑒𝑒−𝑏𝑏𝑏𝑏 ) = lim
𝑥𝑥→∞

𝑏𝑏𝑏𝑏
𝑒𝑒𝑏𝑏𝑏𝑏

=
𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑒𝑒𝑏𝑏𝑏𝑏

=
1
𝑒𝑒𝑏𝑏𝑏𝑏

= 0. 
Then 

� 𝐴𝐴𝐴𝐴
∞

0

𝑥𝑥𝑒𝑒−𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑 =
𝐴𝐴
𝑏𝑏

.  (30) 

Both integrals converge, and so does their 
difference 

� 𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 𝑙𝑙𝑙𝑙(𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 )
∞

0

𝑑𝑑𝑑𝑑 =
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴
𝑏𝑏

−
𝐴𝐴
𝑏𝑏

=
𝐴𝐴
𝑏𝑏

(𝑙𝑙𝑙𝑙𝑙𝑙 − 1) 

=
𝑘𝑘𝑘𝑘
∆𝜀𝜀

�𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1� �𝑙𝑙𝑙𝑙 �𝑒𝑒

∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1� − 1�.  (31) 

Therefore, the similarly-named series con-
verges, and the Boltzmann entropy (25) does the 
same. However, the discrete expression of this en-
tropy, as well as of other similarly-named series 
and functions, can lead to the same limit only un-
der certain boundary conditions. In the general 
case, as shown above, it is required to establish the 
independence of the commensuration coefficient of 
discrete and continuous distributions from the 
number of terms of series, k ≠ f(n). 

This coefficient can be determined by parts 
of the integral (28), correlating them with the cor-
responding general terms of series 

𝑘𝑘1 =
∫ (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)𝑒𝑒−𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑𝑛𝑛
𝑛𝑛−1

(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)𝑒𝑒−𝑏𝑏𝑏𝑏
=
∫ 𝑒𝑒−𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑𝑛𝑛
𝑛𝑛−1
𝑒𝑒−𝑏𝑏𝑏𝑏

, (32) 
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𝑘𝑘2 =
∫ 𝐴𝐴𝐴𝐴𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑𝑛𝑛
𝑛𝑛−1
𝐴𝐴𝐴𝐴𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏

=
∫ 𝑥𝑥𝑥𝑥−𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑𝑛𝑛
𝑛𝑛−1
𝑛𝑛𝑒𝑒−𝑏𝑏𝑏𝑏

.     (33) 

For k1 we find the solution 

𝑘𝑘1 =
−1
𝑏𝑏 �𝑒𝑒

−𝑏𝑏𝑏𝑏 �𝑛𝑛−1
𝑛𝑛

𝑒𝑒−𝑏𝑏𝑏𝑏
=
𝑒𝑒𝑏𝑏 − 1
𝑏𝑏

≠ 𝑓𝑓(𝑛𝑛).  (34) 

This part of the continuous and discrete de-
pendences is commensurate, and the corresponding 
sum of the series is expressed as 

�(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)𝑒𝑒−𝑏𝑏𝑏𝑏
∞

𝑛𝑛=1

=
1
𝑘𝑘1
�(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)𝑒𝑒−𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑 =

𝑏𝑏
𝑒𝑒𝑏𝑏 − 1

∙
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴
𝑏𝑏

∞

0

=
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴
𝑒𝑒𝑏𝑏 − 1

.  (35) 

For k2 we obtain an expression depending 
on n 

𝑘𝑘2 =
∫ 𝑥𝑥𝑥𝑥−𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑𝑛𝑛
𝑛𝑛−1
𝑛𝑛𝑒𝑒−𝑏𝑏𝑏𝑏

=
1
𝑏𝑏2 �𝑒𝑒−𝑏𝑏𝑏𝑏 (−𝑏𝑏𝑏𝑏 − 1)�𝑛𝑛−1

𝑛𝑛

𝑛𝑛𝑒𝑒−𝑏𝑏𝑏𝑏
= 

=
𝑏𝑏𝑏𝑏(𝑒𝑒𝑏𝑏 − 1) + 𝑒𝑒𝑏𝑏(1 − 𝑏𝑏) − 1

𝑏𝑏2𝑛𝑛
= 𝑓𝑓(𝑛𝑛).     (36) 

These parts of integral and the sum of series 
change their ratio in each unit interval, and there-
fore it is difficult to determine the ratio of the im-
proper integral to the sum of series both in this part 
and in the whole according to (31). In any case, a 
direct computation of entropy according to (25) 
with a certain accuracy will be simpler, and be-
sides, it will be possible to find the commensura-
tion coefficient 

𝐾𝐾 =
∫ 𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 𝑙𝑙𝑙𝑙(𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 )∞

0 𝑑𝑑𝑑𝑑
∑ 𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 𝑙𝑙𝑙𝑙(𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 )𝑛𝑛′
𝑛𝑛=1

,  (37) 

where 𝑛𝑛′ - the number of terms in series that ensure 
the calculation of the sum of series with a given 
accuracy. 

Estimated part and examples of 
uing the obtained formulas 

Table 1 shows the results of calculating the 
commensuration coefficient K and the statistical 
sum 𝑆𝑆 = ∑ 𝑎𝑎𝑛𝑛∞

𝑛𝑛=1  over a wide range of tempera-
tures and the characteristic step of varying the 
energy of particles, rounded to four values of the 
figures. The first energy variability interval is giv-
en numerically equal to the Boltzmann constant, 
∆ε = 1.3806505⋅10-23 ≈ 1.381⋅10-23 J. The calcula-
tions were performed with an accuracy of up to 7 
digit order numbers in the range of 10-99÷1099. 

From these tables it follows that at the smal-
lest variation step ∆ε = 1,381⋅10-23 J, starting from 
10 K, with accurate up to 5% and better the statis-
tical sum is comparable according to the commen-
suration coefficient with the corresponding integral 
value. With a coarser variability interval ∆ε such 
comparability shifts to higher temperatures: for ∆ε 
= 10-22 J – starting from 100 K, for ∆ε = 10-21 J – 
from 1000 K, for ∆ε = 10-20 J – from 104 K, ∆ε = 
10-19 J – from 105. At lower temperatures, the iden-
tification of discrete and continuous summation is 
unacceptable. 

As for the very value of the statistical sum, 
it indirectly indicates the need to take into account 
the increasing number of terms of their sequence, 
of course, with some given accuracy in the calcula-
tion of each term of series. Proceeding from the 
fact that any statistical sum begins with one and 
continues with decreasing terms, it can be argued 
that in this sum it is necessary to take into account 
at least the number of terms 𝑛𝑛 = 𝑆𝑆. This number 
increases with an increase in temperature and with 
a decrease in the variability interval ∆ε. So ∆ε = 
1,381⋅10-23 J and a temperature of 500 K will re-
quire accounting for more than 500 terms of the 
amount. 
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Table 1 – Dependence of the statistical sum 𝑆𝑆 = ∑ 𝑎𝑎𝑛𝑛∞
𝑛𝑛=1  (9) and the commensuration coefficient K (8) on the tem-

perature T and on the variability interval of the energy of particles ∆ε 

T, K 
S and K at ∆ε, J 

1.381⋅10-23 10-22 10-21 10-20 10-19

S K S K S K S K S K 
0 1 ∞ 1 ∞ 1 ∞ 1 ∞ 1 ∞ 
1 1.582 1.718 1.001 192.9 1.000 3.94⋅1029 1.000 >1099 1.000 >1099 
10 10.51 1.052 1.940 1.468 1.001 192.9 1.000 3.94⋅1029 1.000 >1099 
50 50.50 1.010 7.415 1.076 1.307 2.248 1.000 1.35⋅105 1.000 5.53⋅1060 

100 100.5 1.005 14.31 1.037 1.940 1.468 1.000 192.9 1.000 3.94⋅1029 
200 200.5 1.002 28.12 1.018 3.291 1.205 1.028 10.05 1.000 1.48⋅1014 
300 300.5 1.002 41.92 1.012 4.662 1.131 1.098 4.217 1.000 6.94⋅108 
400 400.5 1.001 55.73 1.009 6.038 1.096 1.196 2.825 1.000 4.04⋅106 
500 500.5 1.001 69.53 1.007 7.415 1.076 1.307 2.248 1.000 1.35⋅105 

1000 1000 1.000 138.6 1.004 14.31 1.037 1.940 1.468 1.000 192.9 
2000 2001 1.000 276.6 1.002 28.12 1.018 3.291 1.205 1.028 10.05 
3000 3000 1.000 414.7 1.001 41.92 1.012 4.662 1.131 1.098 4.217 
4000 4001 1.000 522.8 1.001 55.73 1.009 6.038 1.096 1.196 2.825 
5000 5001 1.000 690.8 1.001 69.53 1.007 7.415 1.076 1.307 2.249 
104 104 1.000 1381 1.000 138.6 1.004 14.31 1.037 1.940 1.468 
105 105 1.000 1.38⋅104 1.000 1381 1.004 138.6 1.004 14.31 1.037 
106 106 1.000 1.39⋅105 1.000 1.38⋅104 1.000 1381 1.000 138.6 1.004 

In fact, at low temperatures and large energy 
variability intervals characterized by a steep de-
cline in the distribution of the terms of sum, their 

necessary number for calculating this sum with a 
given accuracy is much greater 𝑆𝑆. 

More directly and strictly it is revealed with 
the help of the derived formula (22) (Table 2) with 
rounding up to integers to the higher side.  

Table 2 – Dependence of the required number of terms n on the specified calculation accuracy Rn/S of the sum S 
with variation of the step ∆ε and temperature Т 

T, K 
S and n at ∆ε = 10-22 J S and n at ∆ε = 10-20 J 

S 
n at Rn/S 

S 
n at Rn/S 

10-3 10-4 10-5 10-3 10-4 10-5

10 1.940 10 13 16 1.000 1 1 1 
50 7.415 48 64 80 1.000 1 1 1 

100 14.31 96 128 159 1.000 1 2 2 
200 28.12 191 255 318 1.028 2 3 4 
400 55.73 382 509 634 1.196 4 6 7 
600 83.36 573 764 954 1.427 6 8 10 
800 111.0 764 1018 1272 1.679 8 11 13 

1000 138.6 954 1272 1590 1.940 10 13 16 
2000 276.6 1908 2544 3180 3.291 20 26 32 
3000 414.7 2862 3816 4770 4.662 29 39 48 
4000 522.8 3816 5088 6360 6.038 39 51 64 
5000 690.8 4770 6360 7950 7.415 48 64 80 
104 1381 9540 12720 15900 14.31 96 128 159 
105 1.38⋅104 9.54⋅104 1.27⋅105 1.59⋅105 138.6 954 1272 1590 
106 1.39⋅105 9.54⋅105 1.27⋅106 1.59⋅106 1381 9540 12720 15900 

Here, in addition to a more vivid expression 
of the increasing dependence of the required num-
ber of terms of sum on the given accuracy of cal-
culating this sum and the apparent numerical supe-
riority of n in comparison with the amount of the 
sum of S in all variations ∆ε and T there are given 

numerical values of n, which are subject to direct 
verification. 

This can be illustrated by an example of cal-
culating an by formula (5) at various temperatures, 
by setting an arbitrary value ∆ε = 10-20 J (Table 3). 
Here are given the values of the sum of series (de-
noted as Sn) calculated with rounding to the fourth 
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decimal place, and hence with an accuracy of 10-4, 
and the total values of the sum calculated accord-
ing to formula (9) (denoted as 𝑆𝑆  and given with 
greater accuracy, 10-5), as well as the fractional 

values of the terms of sum calculated according to 
formula (10), with the aim of further determining 
the entropy by formula (11). 

Table 3 – Distribution of the terms of statistical sum an and their fractional values Рn depending on temperature 

n 200 K 400 K 600 K 800 K 1000 K 
an Рn an Рn an Рn an Рn an Рn 

1 1 0.9732 1 0.8364 1 0.7009 1 0.5955 1 0.5152 
2 0.0268 0.0260 0.1636 0.1368 0.2991 0.2096 0.4045 0.2409 0.4848 0.2498 
3 0.0007 0.0007 0.0268 0.0224 0.0895 0.0627 0.1636 0.0974 0.2350 0.1211 
4 0 0 0.0044 0.0037 0.0268 0.0188 0.0662 0.0394 0.1139 0.0587 
5 0 0 0.0007 0.0006 0.0080 0.0056 0.0268 0.0159 0.0552 0.0284 
6 0 0 0.0001 0.0001 0.0024 0.0017 0.0108 0.0064 0.0268 0.0138 
7 0 0 0 0 0.0007 0.0005 0.0044 0.0026 0.0130 0.0067 
8 0 0 0 0 0.0002 0.0002 0.0018 0.0011 0.0063 0.0032 
9 0 0 0 0 0.0001 0 0.0007 0.0004 0.0030 0.0016 
10 0 0 0 0 0 0 0.0003 0.0002 0.0015 0.0008 
11 0 0 0 0 0 0 0.0001 0.0001 0.0007 0.0004 
12 0 0 0 0 0 0 0 0 0.0004 0.0002 
13 0 0 0 0 0 0 0 0 0.0002 0.0001 
14 0 0 0 0 0 0 0 0 0.0001 0 
15 0 0 0 0 0 0 0 0 0 0 
Sn 1.0275 - 1.1956 - 1.4268 - 1.6792 - 1.9408 - 
S 1.02750 - 1.19561 - 1.42681 1.67922 - 1.94082 - 
ΣРn - 1.000 - 1.000 - 1.000 - 1.000 - 1.000 

From this table it follows that with a given 
accuracy of calculation, taking into account seven 
significant digits and rounding up to 0.0001, the 
statistical sums coincide both at the term summing 
according to formula (5) and the direct calculation 
according to formula (9). Comparing with the data 
in Table 2 for ∆ε = 10-20 J with a specified accura-
cy of 10-4, we make sure in practical coincidence 
of the necessary number of terms for calculating 
the partial sum in Table 3: at 200 K n = 3, at 400 K 
n = 6, at 600 K n = 8 and n = 9, at 800 K n = 11, at 

1000 K n = 13 and n = 14. The same applies to the 
share distribution Рn. 

The dependence of the absolute and frac-
tional distributions of the terms of statistical sum 
on temperature becomes more smoothed as the 
temperature increases, and requires a larger num-
ber of terms. Fig. 1 shows a more graphic picture 
of the change in the fractional content of the terms 
of the statistical sum, and hence the fractional dis-
tribution of particles from the temperature and 
energy level of the particles. These data are direct-
ly needed to calculate the entropy of the system. 

Figure 1 – Dependence of the energy distribution of particles  
on temperature: 1 – at 200 K, 2 – 600 K, 3 – 1000 K.  

Points – an according to formula (5), lines – f(x) according to formula (6) 
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Correspondingly, the mathematical entropy 
of the system according to the data in Table 3 and 
in accordance with formulas (10) and (11) is cha-

racterized by the following temperature depen-
dence: 

T, K 200 400 600 800 1000 
N 0.1266 0.5326 0.8703 1.1328 1.3441 

Relatively low values of entropy completely 
correlate with sharp distributions of statistical 
sums in the chosen example of a rather rough vari-
ation of energy levels with step of ∆ε = 10-20 
J/particle. With a smaller value ∆ε, as noted above, 
a much larger number of terms, hundreds and 
thousands, would have to be taken into account, 
and in this case an accurate knowledge of its limit 
according to the proposed formula (9) would make 
it possible to make informed decisions on limiting 
the number of terms in the sum according to for-
mula (22) with the accuracy adopted for calculat-
ing the sum itself. In turn, this would determine the 
accuracy of calculating entropy. 

In connection with the established possibili-
ty of direct calculation of the integral entropy of 
the Boltzmann distribution according to formula 
(31), it is expedient to compare it with formula (37) 
with the numerical definition of entropy as the sum 
of series, limited to the variation of temperature for 
∆ε = 10-20 J/particle and a sufficient number of 
terms of series according to formula (22), applica-
ble for calculating the statistical sum. In this case, 
we can determine the accuracy of calculating the 

entropy in comparison with the given accuracy in 
accordance with (22) by calculating the last term 
of series 

𝑎𝑎′ = 𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏′ ln�𝐴𝐴𝑒𝑒−𝑏𝑏𝑛𝑛′ �  (38) 

with its ratio to the partial sum of series. 
The corresponding expressions for the 

integral and total entropy have the following form 

𝐻𝐻𝑖𝑖𝑖𝑖𝑖𝑖 . = −� 𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 𝑙𝑙𝑙𝑙(𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 )
∞

0

𝑑𝑑𝑑𝑑

=
𝐴𝐴
𝑏𝑏

(𝑙𝑙𝑙𝑙𝑙𝑙 − 1),  (39) 

𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 . = −�𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 𝑙𝑙𝑙𝑙(𝐴𝐴𝑒𝑒−𝑏𝑏𝑏𝑏 )
𝑛𝑛′

𝑛𝑛=1

.  (40) 

Calculation results with determination accu-
racy 𝑛𝑛′ up to 0,0001 −𝑎𝑎𝑛𝑛′  are given in Table 4. 

Table 4 – Integral Nint. and partially summarized Nsum. Boltzmann entropy, their ratio K = Nint./Nsum. at different tem-
peratures 

T, K Nint. 𝑛𝑛′ Nsum. K −𝑎𝑎𝑛𝑛′ −𝑎𝑎𝑛𝑛′
𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 .

400 1.1476 6 0.5324 2.1555 9.03⋅10-4 1.70⋅10-3 
600 0.5762 8 0.8696 1.8126 1.32⋅10-3 1.52⋅10-3 
800 0.7885 11 1.1324 1.5794 6.67⋅10-4 5.89⋅10-4 

1000 0.9415 13 1.3492 1.4454 8.10⋅10-4 6.03⋅10-4 
5000 3.1550 64 2.9317 1.0762 1.63⋅10-4 5.57⋅10-5 
104 3.7596 128 3.6242 1.0374 8.37⋅10-5 2.39⋅10-5 
105 5.9493 1272 5.9262 1.0039 1.025⋅10-5 1.73⋅10-6 
106 8.2334 12720 8.2289 1.0006 1.188⋅10-6 1.44⋅10-7 

From these data it follows that the commen-
suration coefficient K decreases with the tempera-
ture increase, tending to a one. This corresponds to 
the ratio of decreasing similarly-named dependen-
cies for continuous and discrete distributions over 
the sum of the corresponding areas, as shown in 
[4]. This confirms the correctness of the analytical-
ly found and calculated values of Nint. and Nsum.
entropy. At the same time, the accuracy of calcula-
tions, determined on the basis of the accuracy of 
calculation of the statistical sum, is also generally 

preserved for calculation of the entropy, becoming 
even more strict for high temperatures. No viola-
tions of established regularities and at the variation 
∆ε - of value, most likely correlating with the 
properties of system-forming particles, are ex-
pected. 

In any case, the possibility of freely combin-
ing the conditions affecting the calculation of the 
statistical sum, Boltzmann distribution and entropy, 
expands the limits of the use of these fundamental 
physical and chemical values and regularities. 
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Conclusion 

1. On the basis of the commensuration
coefficient of discrete and continuous similarly-
named distributions developed by the authors, we 
analyzed the statistical sum in the Boltzmann dis-
tribution to the commensuration with the improper 
integral of the similarly-named function in the full 
range of the term of series of the statistical sum at 
the arbitrary combination of the temperature and 
interval (step) of the energy variation of particles. 
The convergence of series based on the Cauchy, 
Maclaurin criteria and the equal commensuration 
of series and improper integral of the similarly-
named function in each unit interval of variation of 
series and similarly-named function were estab-
lished. 

2. Independence of the commensuration
coefficient from the number of terms of series 

𝐾𝐾 =
∫ 𝑒𝑒−(𝑥𝑥−1)∆𝜀𝜀/𝑘𝑘𝑘𝑘𝑑𝑑𝑑𝑑𝑥𝑥=𝑛𝑛
𝑥𝑥=𝑛𝑛−1

𝑒𝑒−(𝑛𝑛−1)∆𝜀𝜀/𝑘𝑘𝑘𝑘 =
𝑘𝑘𝑘𝑘
∆𝜀𝜀

�𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1�

allows us to express the total statistical sum 
through this coefficient and certain value of the 
improper integral 

� 𝑒𝑒−(𝑥𝑥−1)∆𝜀𝜀/𝑘𝑘𝑘𝑘𝑑𝑑𝑑𝑑
∞

0

=
𝑘𝑘𝑘𝑘
∆𝜀𝜀

𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘

in the form of calculated formula 

�𝑒𝑒−(𝑛𝑛−1)∆𝜀𝜀/𝑘𝑘𝑘𝑘
∞

𝑛𝑛=1

=
1
𝐾𝐾
� 𝑒𝑒−(𝑥𝑥−1)∆𝜀𝜀/𝑘𝑘𝑘𝑘𝑑𝑑𝑑𝑑
∞

0

=
𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘

𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1

. 

Accordingly, the Boltzmann distribution, 
which is necessary for calculating entropy accord-
ing to formula 𝐻𝐻 = −∑ 𝑃𝑃𝑖𝑖∞

𝑖𝑖=1 ln𝑃𝑃𝑖𝑖 , gets a more 
direct expression 

𝑃𝑃𝑖𝑖 = 𝑒𝑒−
𝑖𝑖∆𝜀𝜀
𝑘𝑘𝑘𝑘 �𝑒𝑒

∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1�.

Within the framework of this same com-
mensuration, we determined the possibility to cal-
culate the necessary number of terms of sum to 
calculate it with a given accuracy equal to the ratio 
of the residual and total sum of the series Rn/S in 
the form of formula 

𝑛𝑛 = −
𝑘𝑘𝑘𝑘
∆𝜀𝜀

ln
𝑅𝑅𝑛𝑛
𝑆𝑆

. 

3. An analysis of the expressions ob-
tained for the commensuration coefficient and the 
statistical sum establishes its identity with the simi-
larly-named improper integral only in the area of 
∆ε → 0 and Т → ∞. In other combinations ∆ε and 
T a direct replacement of the statistical sum by an 
improper integral is accompanied by an error 
reaching K → ∞ at ∆ε → ∞ and Т → 0. Therefore, 
the general expression for the total statistical sum 
is analytically correct and can be calculated with 
any given accuracy. 

4. This amount for various combinations
∆ε and Т may vary from one (at T → 0 or ∆ε → ∞) 
to infinity (at T → ∞ or ∆ε → 0), respectively, de-
termining either a steep decline or a complete un-
iformity in the distribution of the terms of sum, 
and thus close to zero or infinitely large entropy of 
the system. In any case, direct calculation of the 
statistical sum, as well as the particle's energy dis-
tribution in accordance with the Boltzmann law, 
makes it possible to apply this law more rigorously 
to various problems of statistical physics and phys-
ical chemistry. 

5. To determine the entropy from the new
expression for the Boltzmann distribution in the 
form of a series,  

𝐻𝐻 = −�𝑒𝑒−
𝑖𝑖∆𝜀𝜀
𝑘𝑘𝑘𝑘

∞

𝑖𝑖=1

�𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1� 𝑙𝑙𝑙𝑙 �𝑒𝑒−

𝑖𝑖∆𝜀𝜀
𝑘𝑘𝑘𝑘 �𝑒𝑒

∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1��

the convergence of the similarly-named improper 
integral is established. 

� 𝑒𝑒−
∆𝜀𝜀𝜀𝜀
𝑘𝑘𝑘𝑘

∞

0

�𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1� 𝑙𝑙𝑙𝑙 �𝑒𝑒−

∆𝜀𝜀𝜀𝜀
𝑘𝑘𝑘𝑘 �𝑒𝑒

∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1��𝑑𝑑𝑑𝑑 

=
𝑘𝑘𝑘𝑘
∆𝜀𝜀

�𝑒𝑒
∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1� �𝑙𝑙𝑙𝑙 �𝑒𝑒

∆𝜀𝜀
𝑘𝑘𝑘𝑘 − 1� − 1�.

However, the commensuration coefficient 
of integral and series in each unit interval turns out 
to be dependent on the number of the term of se-
ries and therefore cannot be used to determine the 
sum of series through the improper integral. In this 
case, the entropy can be calculated with a given 
accuracy with a corresponding quantity of the term 
of series n. 

6. Given accuracy of the statistical sum of
series Rn/S reveals the meaning of the exponential 
factor in the Arrhenius equation as the fraction of 
particles with energy above the energy level (the 
activation barrier) εn: 

𝑅𝑅𝑛𝑛
𝑆𝑆

= 𝑒𝑒−
𝑛𝑛∆𝜀𝜀
𝑘𝑘𝑘𝑘 = 𝑒𝑒−

𝜀𝜀𝑛𝑛
𝑘𝑘𝑘𝑘 = 𝑒𝑒−

𝐸𝐸𝑎𝑎
𝑅𝑅𝑅𝑅. 

7. The prospect of development of the
proposed method for expressing the Boltzmann 
distribution and entropy is to establish the relation-
ship between the magnitude of the energy quantum 
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∆ε and the properties of the system-forming par-
ticles. 
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1. Introduction

Let A denote the class of functions analytic in the unit disk 𝒰𝒰 = {𝑧𝑧: 𝑧𝑧𝑧𝑧ℂ ;  |𝑧𝑧| < 1}. Denote by S a subclass of A 
consisting of functions univalent in U and have the form: 

 𝑓𝑓(𝑧𝑧) = 𝑧𝑧 + �𝑎𝑎𝑘𝑘𝑧𝑧𝑘𝑘
∞

𝑘𝑘=2

  (1) 

For 𝑡𝑡 ≥ 0,    1 ≤ 𝜇𝜇 ≤ 𝛽𝛽,𝑛𝑛 ∈ ℕ0 and 𝑧𝑧𝑧𝑧𝑧𝑧, the Opoola Differential Operator 𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓:𝐴𝐴 → 𝐴𝐴 is defined as 
follow: 

𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧) = 𝑓𝑓(𝑧𝑧) 

𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧) = 𝑡𝑡𝑡𝑡𝑓𝑓𝜄𝜄(𝑧𝑧)− 𝑧𝑧(𝛽𝛽 − 𝜇𝜇)𝑡𝑡 + (1 + (𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡)𝑓𝑓(𝑧𝑧) 

𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧) = �𝐷𝐷�𝐷𝐷𝑡𝑡𝑛𝑛−1𝑓𝑓(𝑧𝑧)�� 

From the above, for 𝑓𝑓(𝑧𝑧) given in (1) 

𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧) = 𝑧𝑧 + �[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛
∞

𝑘𝑘=2

𝑎𝑎𝑘𝑘𝑧𝑧𝑘𝑘 .  (2) 
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Remarks: 

1). When  𝑡𝑡 = 1,𝜇𝜇 = 𝛽𝛽,  𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧) becomes the Salagean Differential Operator [3]. 

2). When 𝜇𝜇 = 𝛽𝛽,𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧) becomes the Al-Oboudi Differential Operator [2]. 

2. Definitions and Preliminaries

Definition2.1: For a function 𝑓𝑓𝑓𝑓𝑓𝑓 and 𝛿𝛿 ≥ 0,𝛿𝛿 − neighbourhood of 𝑓𝑓 is defined as 

𝒰𝒰(𝛿𝛿)(𝑓𝑓) = {𝑔𝑔(𝑧𝑧) = 𝑧𝑧 + �𝑏𝑏𝑘𝑘𝑧𝑧𝑘𝑘
∞

𝑘𝑘=2

𝜖𝜖𝜖𝜖:�𝑘𝑘|𝑎𝑎𝑘𝑘 − 𝑏𝑏𝑘𝑘 | ≤ 𝛿𝛿} 
∞

𝑘𝑘=2

 (3) 

Notably, for the identity function 𝑒𝑒(𝑧𝑧) = 𝑧𝑧, 

𝒰𝒰(𝛿𝛿)(𝑒𝑒) = {𝑔𝑔(𝑧𝑧) = 𝑧𝑧 + �𝑏𝑏𝑘𝑘𝑧𝑧𝑘𝑘
∞

𝑘𝑘=2

𝜖𝜖𝜖𝜖:�𝑘𝑘|𝑏𝑏𝑘𝑘 | ≤ 𝛿𝛿} 
∞

𝑘𝑘=2

The concept of neighbourhoods was first introduced by Goodman in [1] and then generalized byRuschewey in 
[6]. 

Definition2.2: Let 𝑓𝑓(𝑧𝑧) and 𝑔𝑔(𝑧𝑧) be analytic functions in the unit disk 𝒰𝒰, then 𝑓𝑓(𝑧𝑧) is said to be subordinate to 
𝑔𝑔(𝑧𝑧) in 𝒰𝒰 written as𝑓𝑓(𝑧𝑧) ≺  𝑔𝑔(𝑧𝑧). If there exist a Schwarz function 𝜔𝜔(𝑧𝑧) which is analytic in 𝒰𝒰 with 𝜔𝜔(0) =
0, |𝜔𝜔(𝑧𝑧)| < 1and 𝑓𝑓(𝑧𝑧) = 𝑔𝑔(𝜔𝜔(𝑧𝑧)). If the function g is univalent in U, then 𝑓𝑓(𝑧𝑧) ≺  𝑔𝑔(𝑧𝑧), 𝑧𝑧𝑧𝑧𝑧𝑧 ⇔  𝑓𝑓(0) = 𝑔𝑔(0) 
and 𝑓𝑓(𝑈𝑈) ⊂  𝑔𝑔(𝑈𝑈). 

Definition2.3: A function 𝑓𝑓𝑓𝑓𝑓𝑓 belongs to the class 𝐿𝐿(𝑛𝑛,𝑚𝑚,𝐴𝐴,𝐵𝐵, 𝑡𝑡,𝜇𝜇,𝛽𝛽) if 

𝐷𝐷𝑡𝑡𝑛𝑛+𝑚𝑚𝑓𝑓(𝑧𝑧)
𝐷𝐷𝑡𝑡𝑛𝑛𝑓𝑓(𝑧𝑧)

≺
1 + 𝐴𝐴𝐴𝐴
1 + 𝐵𝐵𝐵𝐵

 ,       𝑧𝑧𝑧𝑧𝑧𝑧,    𝑡𝑡 ≥ 0,−1 ≤ 𝐵𝐵 < 𝐴𝐴 ≤ 1,    𝑛𝑛 ∈ ℕ0 𝑎𝑎𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚ℕ. 

and 𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧) is the Opoola Differential Operator. 

If 𝛽𝛽 = 𝜇𝜇 in the differential operator𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧), then we obtain the class 𝜏𝜏(𝑗𝑗) studied by Hesam Mahzoonin 
[4]. 

Definition2.4: A function 𝑓𝑓𝑓𝑓𝑓𝑓  is said to be in the class K(n, A, B, t, 𝜇𝜇,𝛽𝛽)if it satisfies the condition 

(𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧))ʹ≺
1 + 𝐴𝐴𝐴𝐴
1 + 𝐵𝐵𝐵𝐵

,      (𝑧𝑧 ∈ 𝒰𝒰),   𝑡𝑡 ≥ 0,   𝑛𝑛 ∈ ℕ0,𝑎𝑎𝑎𝑎𝑎𝑎 − 1 ≤ 𝐵𝐵 < 𝐴𝐴 ≤ 1. 

Definition 2.5: A function 𝑓𝑓 ∈ 𝐴𝐴 is said to be in the class 𝑅𝑅(𝑛𝑛,𝑚𝑚,𝐶𝐶,𝐷𝐷, 𝑡𝑡,𝜑𝜑, 𝜇𝜇,𝛽𝛽) if there exist a function 
𝑔𝑔 ∈ 𝐿𝐿(𝑛𝑛,𝑚𝑚,𝐶𝐶,𝐷𝐷, 𝑡𝑡, 𝜇𝜇,𝛽𝛽) such that the following inequality holds. 

�
𝑓𝑓(𝑧𝑧)
𝑔𝑔(𝑧𝑧) − 1� < 1 − 𝜑𝜑,  (𝑧𝑧 ∈ 𝒰𝒰; 0 ≤ 𝜑𝜑 < 1),−1 ≤ 𝐷𝐷 < 𝐶𝐶 ≤ 1, 𝑡𝑡 ≥ 0 . 

If  𝜇𝜇 = 𝛽𝛽, then the class 𝑅𝑅(𝑛𝑛,𝑚𝑚,𝐶𝐶,𝐷𝐷, 𝑡𝑡,𝜑𝜑,𝜇𝜇,𝛽𝛽) becomes the class 𝐾𝐾𝑗𝑗𝜆𝜆(𝑛𝑛,𝑚𝑚,𝐴𝐴,𝐵𝐵,𝐶𝐶,𝐷𝐷) investigated by Hesam 
Mahzoon in [4]. 

In what follows, we discuss the main results in this paper. 
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3. Results and Discussion

Theorem 3.1: A function 𝑓𝑓𝑓𝑓𝑓𝑓 belongs to the class 𝐿𝐿(𝑛𝑛,𝑚𝑚,𝐴𝐴,𝐵𝐵, 𝑡𝑡,𝜇𝜇,𝛽𝛽) if and only if 

�[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛{(1 + 𝐵𝐵)[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑚𝑚
∞

𝑘𝑘=2

− (1 + 𝐴𝐴)}𝑎𝑎𝑘𝑘 ≤ 𝐴𝐴 − 𝐵𝐵  (4) 

𝑡𝑡 ≥ 0,−1 ≤ 𝐵𝐵 < 𝐴𝐴 ≤ 1,    𝑛𝑛 ∈ ℕ0 𝑎𝑎𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚ℕ. 

Proof: 

Let 𝑓𝑓𝑓𝑓𝑓𝑓(𝑛𝑛,𝑚𝑚,𝐴𝐴,𝐵𝐵, 𝑡𝑡, 𝜇𝜇,𝛽𝛽). Then 

𝐷𝐷𝑛𝑛+𝑚𝑚 (𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧)
𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧)

≺
1 + 𝐴𝐴𝐴𝐴
1 + 𝐵𝐵𝐵𝐵

 ,       𝑧𝑧𝑧𝑧𝑧𝑧 

By the definition of subordination, there exists 𝜔𝜔(𝑧𝑧) ∈ 𝐴𝐴  such that 

𝐷𝐷𝑛𝑛+𝑚𝑚 (𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧)
𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧)

=
1 + 𝐴𝐴𝐴𝐴(𝑧𝑧)
1 + 𝐵𝐵𝐵𝐵(𝑧𝑧)

 ,𝜔𝜔(0) = 0, |𝜔𝜔(𝑧𝑧)| < 1  (5) 

Which gives that 

𝜔𝜔(𝑧𝑧) =
𝐷𝐷𝑛𝑛+𝑚𝑚 (𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧)−𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧)

𝐴𝐴𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧)− 𝐵𝐵𝐷𝐷𝑛𝑛+𝑚𝑚 (𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧) 

It implies that 

|𝜔𝜔(𝑧𝑧)| = �
𝐷𝐷𝑛𝑛+𝑚𝑚 (𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧)− 𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧)

𝐴𝐴𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧)− 𝐵𝐵𝐷𝐷𝑛𝑛+𝑚𝑚(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧)� < 1 

�
𝑧𝑧 + ∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛+𝑚𝑚∞

𝑘𝑘=2 𝑎𝑎𝑘𝑘𝑧𝑧𝑘𝑘 − 𝑧𝑧 − ∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛∞
𝑘𝑘=2 𝑎𝑎𝑘𝑘𝑧𝑧𝑘𝑘

−𝐵𝐵(𝑧𝑧 + ∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛+𝑚𝑚∞
𝑘𝑘=2 𝑎𝑎𝑘𝑘𝑧𝑧𝑘𝑘) + 𝐴𝐴(𝑧𝑧 + ∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛∞

𝑘𝑘=2 𝑎𝑎𝑘𝑘𝑧𝑧𝑘𝑘)� < 1 

𝑖𝑖. 𝑒𝑒 

�
∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛∞
𝑘𝑘=2 {[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑚𝑚 − 1}𝑎𝑎𝑘𝑘𝑧𝑧𝑘𝑘

(𝐴𝐴 − 𝐵𝐵)𝑧𝑧 + ∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛{𝐴𝐴 − 𝐵𝐵∞
𝑘𝑘=2 [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑚𝑚}𝑎𝑎𝑘𝑘𝑧𝑧𝑘𝑘

� < 1 

Since 𝑅𝑅𝑅𝑅𝑅𝑅 ≤ |𝑧𝑧| < 1, 𝑧𝑧𝑧𝑧ℂ. It implies that 

𝑅𝑅𝑅𝑅 �
∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛∞
𝑘𝑘=2 {[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑚𝑚 − 1}𝑎𝑎𝑘𝑘𝑧𝑧𝑘𝑘

(𝐴𝐴 − 𝐵𝐵)𝑧𝑧 +∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛∞
𝑘𝑘=2 {𝐴𝐴 − 𝐵𝐵{[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑚𝑚}𝑎𝑎𝑘𝑘𝑧𝑧𝑘𝑘

� ≤ 1 

Taking the values of z on the real axis as 𝑧𝑧 → 1, then we have 

�[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛
∞

𝑘𝑘=2

{(1 + 𝐵𝐵)[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑚𝑚 − (1 + 𝐴𝐴)}𝑎𝑎𝑘𝑘 ≤ 𝐴𝐴 − 𝐵𝐵 
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Conversely, 

Suppose 𝑓𝑓(𝑧𝑧) = 𝑧𝑧 + ∑ 𝑎𝑎𝑘𝑘𝑧𝑧𝑘𝑘∞
𝑘𝑘=2  

And  

�[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛
∞

𝑘𝑘=2

{(1 + 𝐵𝐵)[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑚𝑚 − (1 + 𝐴𝐴)}𝑎𝑎𝑘𝑘 ≤ 𝐴𝐴 − 𝐵𝐵 

We show that 

𝐷𝐷𝑛𝑛+𝑚𝑚(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧)
𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧)

≺
1 + 𝐴𝐴𝐴𝐴
1 + 𝐵𝐵𝐵𝐵

 ,       𝑧𝑧𝑧𝑧𝑧𝑧 

i. e we show that

𝐷𝐷𝑛𝑛+𝑚𝑚(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧)
𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧)

=
1 + 𝐴𝐴𝐴𝐴(𝑧𝑧)
1 + 𝐵𝐵𝐵𝐵(𝑧𝑧)

 (16) 

Implies |𝜔𝜔(𝑧𝑧)| < 1 

|𝜔𝜔(𝑧𝑧)|

= �
∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛∞
𝑘𝑘=2 {[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑚𝑚 − 1}𝑎𝑎𝑘𝑘𝑧𝑧𝑘𝑘

(𝐴𝐴 − 𝐵𝐵)𝑧𝑧 +∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛{𝐴𝐴 − 𝐵𝐵∞
𝑘𝑘=2 [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑚𝑚 }𝑎𝑎𝑘𝑘𝑧𝑧𝑘𝑘

�   (17) 

Taking z=1 and using (11) we have that 

�∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛∞
𝑘𝑘=2 {[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑚𝑚 − 1}𝑎𝑎𝑘𝑘𝑧𝑧𝑘𝑘� −|(𝐴𝐴 − 𝐵𝐵)𝑧𝑧 + ∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 −∞

𝑘𝑘=2

1)𝑡𝑡]𝑛𝑛{𝐴𝐴 − 𝐵𝐵 [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑚𝑚 }𝑎𝑎𝑘𝑘𝑧𝑧𝑘𝑘| ≤ ∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛∞
𝑘𝑘=2 {(1 + 𝐵𝐵)[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 −

1)𝑡𝑡]𝑚𝑚 − (1 + 𝐴𝐴)}𝑎𝑎𝑘𝑘𝑧𝑧𝑘𝑘 − (𝐴𝐴 − 𝐵𝐵)𝑧𝑧 ≤ 0

Hence, 𝑓𝑓𝑓𝑓𝑓𝑓(𝑛𝑛,𝑚𝑚,𝐴𝐴,𝐵𝐵, 𝑡𝑡,𝛽𝛽, 𝜇𝜇). 

We now provide a property of the neighbourhood of functions belonging to the class 𝑅𝑅(𝑛𝑛,𝑚𝑚,𝐶𝐶,𝐷𝐷, 𝑡𝑡,𝜑𝜑,𝜇𝜇,𝛽𝛽). 

Theorem 3. 2: If  𝑔𝑔 ∈ 𝑅𝑅(𝑛𝑛,𝑚𝑚,𝐶𝐶,𝐷𝐷, 𝑡𝑡,𝜑𝜑, 𝜇𝜇,𝛽𝛽) and  

𝜑𝜑 = 1 −
𝛿𝛿
2

.
[1 + (𝛽𝛽 − 𝜇𝜇 + 1)𝑡𝑡]𝑛𝑛{(1 + 𝐷𝐷)[1 + (𝛽𝛽 − 𝜇𝜇 + 1)𝑡𝑡]𝑚𝑚 − (1 + 𝐶𝐶)}

[1 + (𝛽𝛽 − 𝜇𝜇 + 1)𝑡𝑡]𝑛𝑛{(1 + 𝐷𝐷)[1 + (𝛽𝛽 − 𝜇𝜇 + 1)𝑡𝑡]𝑚𝑚 − (1 + 𝐶𝐶)} + (𝐶𝐶 − 𝐷𝐷)
 

then 

𝒰𝒰𝛿𝛿(𝑔𝑔) ∈ 𝑅𝑅(𝑛𝑛,𝑚𝑚,𝐶𝐶,𝐷𝐷, 𝑡𝑡,𝜑𝜑, 𝜇𝜇,𝛽𝛽). 

Proof: 

Suppose 𝑓𝑓 ∈ 𝒰𝒰𝛿𝛿(𝑔𝑔). We then find from (3)that 

�𝑘𝑘|𝑎𝑎𝑘𝑘 − 𝑏𝑏𝑘𝑘 | ≤ 𝛿𝛿 
∞

𝑘𝑘=2
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𝑖𝑖. 𝑒𝑒�|𝑎𝑎𝑘𝑘 − 𝑏𝑏𝑘𝑘 | ≤
𝛿𝛿
2

∞

𝑘𝑘=2

Since by definition of  𝑅𝑅(𝑛𝑛,𝑚𝑚,𝐴𝐴,𝐵𝐵, 𝑡𝑡,𝜑𝜑, 𝜇𝜇,𝛽𝛽), 𝑔𝑔 ∈ 𝐿𝐿(𝑛𝑛,𝑚𝑚,𝐴𝐴,𝐵𝐵, 𝑡𝑡,𝜑𝜑, 𝜇𝜇,𝛽𝛽), then we have from (4) that 

�𝑏𝑏𝑘𝑘 ≤
𝐶𝐶 − 𝐷𝐷

[1 + (𝛽𝛽 − 𝜇𝜇 + 1)𝑡𝑡]𝑛𝑛{(1 + 𝐷𝐷)[1 + (𝛽𝛽 − 𝜇𝜇 + 1)𝑡𝑡]𝑚𝑚 − (1 + 𝐶𝐶)}

∞

𝑘𝑘=2

 

so that 

�
𝑓𝑓(𝑧𝑧)
𝑔𝑔(𝑧𝑧) − 1� = �

∑ (𝑎𝑎𝑘𝑘 − 𝑏𝑏𝑘𝑘)𝑧𝑧𝑘𝑘∞
𝑘𝑘=2
𝑧𝑧 − ∑ 𝑏𝑏𝑘𝑘𝑧𝑧𝑘𝑘∞

𝑘𝑘=2
� <

∑ |𝑎𝑎𝑘𝑘 − 𝑏𝑏𝑘𝑘 |∞
𝑘𝑘=2

1 − ∑ 𝑏𝑏𝑘𝑘∞
𝑘𝑘=2

 

 ≤
𝛿𝛿
2

.
1

1 − ∑ 𝑏𝑏𝑘𝑘∞
𝑘𝑘=2

 

≤
𝛿𝛿
2

.
[1 + (𝛽𝛽 − 𝜇𝜇 + 1)𝑡𝑡]𝑛𝑛{(1 + 𝐷𝐷)[1 + (𝛽𝛽 − 𝜇𝜇 + 1)𝑡𝑡]𝑚𝑚 − (1 + 𝐶𝐶)}

[1 + (𝛽𝛽 − 𝜇𝜇 + 1)𝑡𝑡]𝑛𝑛{(1 + 𝐷𝐷)[1 + (𝛽𝛽 − 𝜇𝜇 + 1)𝑡𝑡]𝑚𝑚 − (1 + 𝐶𝐶)}− (𝐶𝐶 − 𝐷𝐷)
 

= 1 −𝜑𝜑 

Hence, �𝑓𝑓(𝑧𝑧)
𝑔𝑔(𝑧𝑧) − 1� < 1 − 𝜑𝜑 

Hence, 𝑓𝑓 ∈ 𝑅𝑅(𝑛𝑛,𝑚𝑚,𝐶𝐶,𝐷𝐷, 𝑡𝑡,𝜑𝜑, 𝜇𝜇,𝛽𝛽) 

Theorem 3.3: Let the function 𝑓𝑓 in A defined by (1) be in  𝐾𝐾(𝑛𝑛,𝐴𝐴,𝐵𝐵, 𝑡𝑡,𝜇𝜇,𝛽𝛽), then 

�(1 + 𝐵𝐵)[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛
∞

𝑘𝑘=2

𝑘𝑘𝑎𝑎𝑘𝑘 ≤ 𝐴𝐴 − 𝐵𝐵  (6) 

Proof: 

Let 𝑓𝑓(𝑧𝑧) in A belongs to 𝐾𝐾(𝑛𝑛,𝐴𝐴,𝐵𝐵, 𝑡𝑡,𝜇𝜇,𝛽𝛽), then by the definition of the class 𝐾𝐾(𝑛𝑛,𝐴𝐴,𝐵𝐵, 𝑡𝑡, 𝜇𝜇,𝛽𝛽) 

�𝐷𝐷𝑛𝑛(𝜇𝜇,𝛽𝛽, 𝑡𝑡)𝑓𝑓(𝑧𝑧)�ʹ≺
1 + 𝐴𝐴𝐴𝐴
1 + 𝐵𝐵𝐵𝐵

By the definition of subordination, there exists 𝜔𝜔(𝑧𝑧) ∈ 𝐴𝐴 𝑠𝑠𝑠𝑠𝑠𝑠ℎ 𝑡𝑡ℎ𝑎𝑎𝑎𝑎 |𝜔𝜔(𝑧𝑧)| < 1, 𝜔𝜔(0) = 0 and 

1 + �[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛
∞

𝑘𝑘=2

𝑘𝑘𝑘𝑘𝑘𝑘𝑧𝑧𝑘𝑘−1 =
1 + 𝐴𝐴𝐴𝐴(𝑧𝑧)
1 + 𝐵𝐵𝐵𝐵(𝑧𝑧)

1 + 𝐴𝐴𝐴𝐴(𝑧𝑧) = �1 + 𝐵𝐵𝐵𝐵(𝑧𝑧)��1 + �[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛
∞

𝑘𝑘=2

𝑘𝑘𝑘𝑘𝑘𝑘𝑧𝑧𝑘𝑘−1� 

⟹ |𝜔𝜔(𝑧𝑧)| = �
∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛∞
𝑘𝑘=2 𝑘𝑘𝑘𝑘𝑘𝑘𝑧𝑧𝑘𝑘−1

(𝐴𝐴 − 𝐵𝐵)− 𝐵𝐵∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛∞
𝑘𝑘=2 𝑘𝑘𝑘𝑘𝑘𝑘𝑧𝑧𝑘𝑘−1� < 1 

Since 𝑅𝑅𝑅𝑅𝑅𝑅 ≤ |𝜗𝜗| < 1, 𝜗𝜗𝜗𝜗ℂ. It implies that 
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𝑅𝑅𝑅𝑅 �
∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛∞
𝑘𝑘=2 𝑘𝑘𝑘𝑘𝑘𝑘𝑧𝑧𝑘𝑘−1

(𝐴𝐴 − 𝐵𝐵) − 𝐵𝐵∑ [1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛∞
𝑘𝑘=2 𝑘𝑘𝑘𝑘𝑘𝑘𝑧𝑧𝑘𝑘−1� < 1 

Using |𝑧𝑧| = 𝑟𝑟, 0 < 𝑟𝑟 < 1 

�[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛
∞

𝑘𝑘=2

𝑘𝑘𝑘𝑘𝑘𝑘𝑟𝑟𝑘𝑘−1 ≤ (𝐴𝐴 − 𝐵𝐵) −𝐵𝐵�[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛
∞

𝑘𝑘=2

𝑘𝑘𝑘𝑘𝑘𝑘𝑟𝑟𝑘𝑘−1 

�[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛
∞

𝑘𝑘=2

𝑘𝑘𝑘𝑘𝑘𝑘𝑟𝑟𝑘𝑘 ≤ (𝐴𝐴 − 𝐵𝐵)𝑟𝑟 − 𝐵𝐵�[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛
∞

𝑘𝑘=2

𝑘𝑘𝑘𝑘𝑘𝑘𝑟𝑟𝑘𝑘  

Choosing values of z on the real axis as 𝑧𝑧 → 1, then we have 

(1 + 𝐵𝐵)�[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛
∞

𝑘𝑘=2

𝑘𝑘𝑘𝑘𝑘𝑘 ≤ 𝐴𝐴 − 𝐵𝐵 

Next, we provide the following inclusion property 

Theorem 3.4: Let 

𝛿𝛿 =
𝐴𝐴 − 𝐵𝐵

(1 + 𝐵𝐵)[1 + (𝛽𝛽 − 𝜇𝜇 + 1)𝑡𝑡]𝑛𝑛
,  (7) 

then 

𝐾𝐾(𝑛𝑛,𝐴𝐴,𝐵𝐵, 𝑡𝑡,𝜇𝜇,𝛽𝛽) ⊂ 𝒰𝒰𝛿𝛿(𝑒𝑒). 

Proof: 

Let  𝑓𝑓 ∈ 𝐾𝐾(𝑛𝑛,𝐴𝐴,𝐵𝐵, 𝑡𝑡, 𝜇𝜇,𝛽𝛽), we have from (6) that 

(1 + 𝐵𝐵)�[1 + (𝑘𝑘 + 𝛽𝛽 − 𝜇𝜇 − 1)𝑡𝑡]𝑛𝑛
∞

𝑘𝑘=2

𝑎𝑎𝑘𝑘 ≤ 𝐴𝐴 − 𝐵𝐵 

And we have that 

(1 + 𝐵𝐵)[1 + (𝛽𝛽 − 𝜇𝜇 + 1)𝑡𝑡]𝑛𝑛 �𝑘𝑘𝑎𝑎𝑘𝑘 ≤ 𝐴𝐴 − 𝐵𝐵
∞

𝑘𝑘=2

 

Which implies that 

�𝑘𝑘𝑎𝑎𝑘𝑘 ≤
𝐴𝐴 − 𝐵𝐵

(1 + 𝐵𝐵)[1 + (𝛽𝛽 − 𝜇𝜇 + 1)𝑡𝑡]𝑛𝑛

∞

𝑘𝑘=2

= 𝛿𝛿 

Which implies that 𝑓𝑓 ∈ 𝒰𝒰𝛿𝛿(𝑒𝑒) 

Thus, 𝐾𝐾(𝑛𝑛,𝐴𝐴,𝐵𝐵, 𝑡𝑡,𝜇𝜇,𝛽𝛽) ⊂ 𝒰𝒰𝛿𝛿(𝑒𝑒) 
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Conclusions: In this paper, using Opoola differential operator we defined new subclasses of univalent 
functions and established their properties. Results obtained provide new properties of certain subclasses of 
univalent functions.   
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