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Dynamical Casimir effect in superconducting circuits: A numerical approach
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We present a numerical analysis of the particle creation for a quantum field in the presence of time-dependent
boundary conditions. Having in mind recent experiments involving superconducting circuits, we consider their
description in terms of a scalar field in a one-dimensional cavity satisfying generalized boundary conditions
that involve a time-dependent linear combination of the field and its spatial and time derivatives. We evaluate
numerically the Bogoliubov transformation between in- and out-states and find that the rate of particle production
strongly depends on whether the spectrum of the unperturbed cavity is equidistant or not, and also on the amplitude
of the temporal oscillations of the boundary conditions. We provide analytic justifications for the different regimes
found numerically.
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I. INTRODUCTION

Nonadiabatic time-dependent external conditions can ex-
cite any quantum system. In the context of quantum field
theory, the initial vacuum state generally evolves into an
excited state with a nonvanishing number of particles [1].
For example, time-dependent gravitational or electromagnetic
fields can induce particle creation. The same phenomena take
place in the presence of time-dependent environments, as, for
instance, a cavity with time-dependent size or electromagnetic
properties. The latter type of situations are broadly named
“dynamical Casimir effect” (DCE). For recent reviews see
[2–4].

A large body of the literature on this subject is devoted
to the study of particle creation in the presence of “moving
mirrors,” which impose boundary conditions at its position.
When accelerated, the mirror excites the quantum state of
the electromagnetic field, therefore creating photons from an
initial vacuum state. The rate of particle production is generally
very small. However, it can be notably enhanced in a closed
cavity at the hand of parametric resonance, when the length
of the cavity oscillates with a frequency � = 2ωn, where ωn

is one of the eigenfrequencies of the static cavity [5,6]. Even
in this case, the total number of created photons is severely
restricted by the Q factor of the cavity, and the experimental
verification of this phenomenon is still a challenge [2,3].

Partly due to these reasons, there have been alternative
proposals to verify experimentally the particle creation in
the presence of time-dependent environments, as suggested
earlier in Ref. [7]. For instance, a thin semiconductor sheet
inserted in a closed cavity can induce particle creation when
its conductivity is rapidly changed with ultrashort laser pulses.
The effective length of the cavity changes suddenly each
time the conductivity changes, provided the time-dependent
boundary condition is similar to that of a moving mirror.
Although there are some experimental advances on this
proposal, this effect could not be measured yet [8]. Another
interesting possibility is to consider time-dependent refractive
index perturbations produced by intense laser pulses in optical

fibers or thin materials [9], which can be used to construct
models that mimic phenomena of semiclassical gravity such
Hawking radiation, the Unruh effect, or cosmological particle
creation [10].

An alternative setup, closely related to the main topic of
the present paper, consists of a superconducting waveguide
ending with a superconducting quantum interference device
(SQUID), which determines the boundary condition of the
field at that point. A time-dependent magnetic flux through the
SQUID generates a time-dependent boundary condition, with
the subsequent excitation of the field (particle creation) in the
waveguide [11]. A few years ago, the DCE was experimentally
observed using this system [12]. An array of SQUIDs can also
be used to measure the DCE, simulating not a moving mirror
but a time-dependent refraction index (see Ref. [13]).

A natural generalization of the proposal of Ref. [11] is to
consider a superconducting cavity of finite size (for example,
a waveguide ending with two SQUIDs). The electromagnetic
field inside the cavity can be described by a single quantum
massless scalar field φ(x,t), where x is the spatial coordinate
along the waveguide. The field satisfies the wave equation in
the cavity, along with the boundary conditions imposed by the
SQUIDs. Assuming that the SQUIDs are located at x = 0 and
x = d, and that a time-dependent magnetic flux is applied only
at x = d, the boundary conditions are of the form

φ′(0,t) + A1φ(0,t) + B1φ̈(0,t) = 0
(1)

φ′(d,t) + A2(t)φ(d,t) + B2(t)φ̈(d,t) = 0,

where primes and dots denote derivatives with respect to x and
t , respectively. The constants A1 and B1 are determined by the
physical properties of the cavity, while the functions A2(t) and
B2(t) also depend on the time-dependent external magnetic
flux. In a “static” situation (when A2 and B2 are constants),
the eigenfrequencies form a discrete set, and therefore particle
creation can be increased through parametric resonance by
choosing the frequency of the external perturbation.

From a mathematical point of view, the system is therefore
modeled by a massless scalar field in 1 + 1 dimensions
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satisfying generalized Robin boundary conditions. The gen-
eralization involves not only time-dependent parameters, but
also the presence of the second time derivative φ̈. This term
indicates that, in fact, there is a degree of freedom localized at
x = d. (The mechanical analog would be a string ended with
a mass, the boundary condition being the equation of motion
of the mass; see, for instance, [14].) If the time dependence of
the boundary conditions starts at t = 0, the constant values of
Ai and Bi for t < 0 determine the spectrum of the static cavity
that can be tuned setting different values for the properties of
the SQUIDs.

We are thus led to the problem of analyzing particle
creation for a scalar field in 1 + 1 dimensions subjected to the
boundary conditions Eq. (1). This problem has been partially
addressed in previous works. Reference [15] considered the
case of a single mirror with time-dependent Robin boundary
conditions, and computed perturbatively the spectrum of
created particles. In Ref. [16] a similar problem was studied
analytically, considering nontrivial boundary conditions at one
or two points, and paying particular attention on whether
the time-dependent Robin parameter reproduces the boundary
condition for a moving mirror or not. The effects produced by
the inclusion of the term proportional to φ̈, not considered in
[16], have been analyzed for waveguides ended by a SQUID
in [17]. Some of us [14] considered the case of a closed cavity
with general boundary conditions, showing that parametric
resonance may induce an exponential growth in the number of
particles inside the cavity.

In the present paper we will present a detailed numerical
analysis of the particle creation rate, along with analytical
calculations that describe the main features of the numerical
results. (For previous numerical approaches in the case of
Dirichlet or Neumann boundary conditions, see [18].) As we
will see, particle creation depends crucially on the properties
of the static spectrum of the cavity, and also on the amplitude
of the time-dependent part of the functions A2(t) and B2(t).
This is to be expected from previous results for the case of
moving mirrors that impose Dirichlet or Neumann boundary
conditions. Indeed, when the spectrum is not equidistant,
parametric resonance involves a finite number of modes, and
the number of particles in these modes grow exponentially
when the external frequency is properly chosen [19]. On
the other hand, for equidistant spectra, the coupling between
an infinite number of modes makes the number of particles
to grow quadratically or linearly in time, for short or long
time scales, respectively [5], while the total energy grows
exponentially. We will show that similar situations hold for the
superconducting cavities. Moreover, the numerical approach
will allow us to address cases where the boundary conditions
oscillate with a large amplitude (that are in principle accessible
for experiments) but do not admit an analytical description.

The paper is organized as follows. In Sec. II we describe
the model for a (linearized) superconducting cavity with
time-dependent boundary conditions and show that the system
can be described as a set of coupled harmonic oscillators. In
Sec. III we study analytically the particle creation rate using
multiple scale analysis (MSA), emphasizing the dependence
of the results with the main characteristics of the spectrum.
Section IV contains the numerical results, along with a
brief discussion of the numerical method. We compute the

particle creation rate for spectra of different characteristics and
compare numerical and analytical results. Section V contains a
discussion of the results and the main conclusions of our work.

II. TUNABLE SUPERCONDUCTING CAVITY

We shall consider a superconducting cavity of length d

which is decoupled from the input line at x = 0 and has a
SQUID at x = d. For the theoretical description we follow
closely Ref. [20]. The cavity, which is assumed to have
capacitance C0 and inductance L0 per unit length, is described
by the superconducting phase field φ(x,t) with the Lagrangian

Lcav =
(

�

2e

)2
C0

2

∫ d

0
dx(φ̇2 − v2φ′2)

+
[(

�

2e

)2 2CJ

2
φ̇2

d − EJ cos f (t)φ2
d

]
, (2)

where v = 1/
√

L0C0 is the field propagation velocity, φd the
value of the field at the boundary by φ(d,t), and f (t) is the
phase across the SQUID controlled by external magnetic flux.
EJ and CJ denote the Josephson energy and capacitance,
respectively. The Lagrangian in Eq. (2) contains additional
contributions proportional to higher powers of φd that will not
be considered in the rest of this paper.

As anticipated, the description of the cavity involves the
field φ(x,t) for 0 < x < d and the additional degree of
freedom φd . The dynamical equations read

φ̈ − v2φ′′ = 0 (3)

and

�
2

EC

φ̈d + 2EJ cos f (t)φd + EL,cavdφ′
d = 0, (4)

where EC = (2e)2/(2CJ ) and EL,cav = (�/2e)2(1/L0d). The
equation above comes from the variation of the action with
respect to φd and can be considered as a generalized boundary
condition for the field. We could consider general boundary
conditions also at x = 0, but for the sake of simplicity we will
assume that φ′(0,t) = 0. (Physically this corresponds to the
situation where the cavity is decoupled.)

It will be useful to write the Lagrangian in terms of
eigenfunctions of the static cavity. Assuming that

f (t) = f0 + θ (t)θ (tF − t)ε sin �t, (5)

we can expand the field as

φ(x,t) = 2e

�

√
2

C0d

∑
n

qn(t) cos knx, (6)

where the eigenfrequencies kn satisfy Eq. (4) in the static case
f = f0:

(knd) tan knd = 2EJ cos f0

EL,cav
− 2CJ

C0d
(knd)2. (7)

In terms of the new variables qn(t) the Lagrangian reads

Lcav = 1

2

∑
n

[
Mnq̇

2
n − Mnω

2
nq

2
n

] + EJ φ2
d [cos f0 − cos f (t)],

(8)
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where ωn = vkn and

Mn = 1 + sin 2knd

2knd
+ 4CJ

dC0
cos2 knd. (9)

The dynamical equation for mode n is therefore

q̈n + v2k2
nqn = 4EJ

EL,cavMn

v2

d2
ε θ (t)θ (tF − t) sin(f0)

× sin �t cos knd
∑
m

qm(t) cos kmd, (10)

where we assumed that ε � 1.
The classical description of the theory consists of a set

of coupled harmonic oscillators with time-dependent frequen-
cies. The quantization of the system is straightforward. In
the Heisenberg representation, the variables qn(t) become
quantum operators

q̂n(t) = un(t)ân + u∗
n(t)â†

n, (11)

where ân and â
†
n are the annihilation and creation operators.

The functions un(t) are properly normalized solutions of
Eq. (10). In the static regions t < 0 and t > tF they are linear
combinations of e±ivknt . We define the in-basis as the solutions
of Eq. (10) that satisfy

uin
n (t) = 1√

2vkn

e−ivknt for t < 0. (12)

The associated annihilation operators ain
n define the in-vacuum

|0in〉. The out-basis uout
n is introduced in a similar way, defining

the behavior for t > tF . The in- and out-basis are connected
by a Bogoliubov transformation,

uin
n (t) = αnu

out
n (t) + βnu

out ∗
n (t), (13)

and the number of created particles in the mode n for t > tF
is given by

Nn = 〈0in|aout †
n aout

n |0in〉 = |βn|2. (14)

In the present paper, we shall numerically solve the
dynamical equation (10) and evaluate the number of created
particles using (11)–(14).

III. SOME ANALYTIC RESULTS: MULTIPLE
SCALE ANALYSIS

In order to study analytically Eqs. (10), we write them in
the form

q̈n + ω2
n(t)qn =

∑
m�=n

Snm(t)qm, (15)

where we made the redefinition qn → √
Mnqn and

ωn(t) = kn

(
1 − α

k2
1

k2
n

cos2 knd

Mn

sin �t

)

Smn(t) = αk2
1

cos knd cos kmd√
MnMm

sin �t

α = 4EJ

EL,cavk
2
1d

2
ε sin(f0). (16)

Here k1 denotes the lowest eigenfrequency [21]. We will
assume that the amplitude of the time dependence is small,

that is, α � 1. We have set v = 1 and shall use this in what
follows.

It is known that, due to parametric resonance, a naive
perturbative solution of Eq. (15) in powers of α breaks down
after a short amount of time. In order to find a solution valid for
longer times we use the MSA technique [19,22]. We introduce
a second time scale τ = αt , and write

qn(t,τ ) = An(τ )
e−iknt

√
2kn

+ Bn(τ )
eiknt

√
2kn

. (17)

The functions An and Bn are slowly varying and contain the
cumulative resonant effects. To obtain differential equations
for them, we insert this ansatz into Eq. (15) and neglect second
derivatives of An and Bn. After multiplying the equation by
exp ±iknt and averaging over the fast oscillations we obtain

dAn

dτ
= −k2

1

kn

cos2 knd

2Mn

Bnδ(� − 2kn)

+ k2
1

4

∑
m�=n

cos knd cos kmd√
knkmMnMm

×{Am[δ(kn − km + �) − δ(kn − km − �)]

−Bmδ(kn + km − �)},
dBn

dτ
= −k2

1

kn

cos2 knd

2Mn

Anδ(� − 2kn)

− k2
1

4

∑
m�=n

cos knd cos kmd√
knkmMnMm

×{Bm[δ(km − kn + �) − δ(km − kn − �)]

+Amδ(kn + km − �)}. (18)

We can see that these equations are nontrivial when the external
harmonic driving frequency is just tuned with one eigenvalue
of the static cavity � = 2kn. Moreover, other modes will be
coupled and will resonate if the condition

� = |kn ± kj | (19)

is satisfied.

A. A single resonant mode

If we assume that Eq. (19) is not satisfied by any j �= n,
the only resonant mode is the one tuned with the external
frequency. In this case, the long time solution to Eqs. (18) is
trivial and given by

|An|2 
 |Bn|2 
 eλnt , λn = α
k2

1

kn

cos2 knd

2Mn

, (20)

that is, due to parametric resonance the number of created
particles grows exponentially with the stopping time.

B. Finite number of resonant modes

Let us now consider the case in which Eq. (19) is satisfied
for a finite number of modes. In this case, Eqs. (18) become
nontrivial for those modes, and one expects an enhancement in
the corresponding particle creation rates. Although we could
consider a general situation, for the sake of simplicity we will
illustrate this case with a particular example. We will assume
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that the system is excited with a frequency � = 2kj , and that
there exists another eigenfrequency of the static cavity such
that kl = 3kj . Thus, Eqs. (18) become

dAj

dτ
= −�jBj + �jlAl

dBj

dτ
= −�jAj + �jlBl

dAl

dτ
= −�jlAj

dBl

dτ
= −�jlBi, (21)

where

�j = k2
1

kj

cos2 kjd

2Mj

�jl = k2
1√

kjkl

cos kjd cos kld

4
√

MjMl

. (22)

The solutions of these equations are linear combinations of
exponentials eα�t with four possible values for �:

� = 1
2

(±�j ±
√

�2
j − 4�2

j l

)
. (23)

The biggest real part of these four values determines the rate
of particle creation in both modes kl and kj .

C. Equidistant spectrum

Another important situation is when Eq. (19) is satisfied by
an infinite number of modes. This is the case, for example,
for a scalar field in 1 + 1 dimensions, satisfying Dirichlet
or Neumann boundary conditions, or, more generally, when
the spectrum is equidistant. The analysis of the solutions of
Eqs. (18) in such cases is more involved. It has been described
in detail for Dirichlet boundary conditions in [5,23], using
different approaches. The main results are that the coupling
between an infinite number of modes makes the number of
particles to grow quadratically or linearly in time, for short
or long time scales, respectively, while the total energy grows
exponentially. This has been shown in the case in which the
amplitude of the time dependence in the right-hand side of the
modes equations is small.

D. Beyond MSA: Very long times

The MSA improves the perturbative solutions, but it is not
valid for extremely long times. For example, in the case in
which there is a single resonant mode, the long time growth of
the mode should induce an exponential behavior in all other
modes. Indeed, going back to Eq. (15), and assuming that the
first mode is the resonant one, we have for n �= 1:

q̈n + k2
nqn 
 Sn1(t)q1 
 αĀne

λ1t/2 sin 2k1t cos k1t, (24)

where Ān is a constant of order 1. From this equation one can
show that the number of particles in all modes will grow at
very long times with a rate λ1, showing oscillations around the
exponential with frequency k1.

IV. THE NUMERICAL METHOD AND RESULTS

In order to solve numerically the equation of motion of the
n modes Eq. (10), we firstly determine the eigenfrequencies
of the cavity from Eq. (7) by using a single Newton-Raphson
method with a stopping error of 10−6. From Eqs. (15) and
(16), we can perform a change of variables q̇n = Un in order
to obtain a new system of equations:

q̇n = Un, U̇n = −ω2
n(t)qn −

∑
m

Snm(t)qm, (25)

where Snm(t) is defined in Eq. (16).
The system is integrated using a fourth-order Runge-Kutta

numerical scheme between t = 0 and tmax. The perturbation is
turned on for times 0 < t < tF , with tF < tmax. As we know
that the unperturbed solution has the form of Eq. (17), we can
multiply both terms of the equation by exp(−iknt) and take
the mean value in tF < t < tmax. In this way, we are able to
numerically evaluate |Bn|2 and, also the particle number in
mode n as a function of time as Nn(t) = |Bn(t)|2.

A. Frequency spectrum of tunable cavity

Given the strong dependence of the particle creation rate
with the spectrum of the static cavity, as can be seen in
Eq. (20) for the one-resonant-mode example, it is important to
analyze the spectra that result from the generalized boundary
conditions in the tunable superconducting cavity [Eq. (7)].
Firstly, we redefine variables V0 = (2EJ )/(EL,cav) and χ0 =
(2CJ )/(C0d), for which the equation reads

knd tan(knd) + χ0(knd)2 = V0 cos f0. (26)

In what follows we set d = 1. In these units the spectral
modes kn are given in units of 1/d (knd is dimensionless) and,
since we have already set v = 1, time is also measured in units
of d. All figures are referred to dimensionless quantities.

There are three free parameters that determine the solutions
of Eq. (26): χ0, V0, and f0. In the first place, we shall study the
difference between consecutive eigenfrequencies as a function
of the dimensionless quantity b0 = V0 cos f0 for a typical
experimental value [20], say χ0 = 0.05. We can see in Fig. 1
that the bigger the value of b0, the more equidistant is the
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FIG. 1. Difference of consecutive eigenfrequencies as a function
of dimensionless b0 = V0 cos f0, for a fixed value of χ0 = 0.05.
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FIG. 2. First eigenfrequencies as a function of b0 for different
values of χ0. Red solid line is for χ0 = 0.05, blue dashed line is for
χ0 = 1.0, dotted gray line is for χ0 = 10.0, and the asterisk black line
for χ0 = 50.

spectrum. The difference between any consecutive eigenvalues
of the cavity goes to a constant value of the order of π .

One can also study the spectrum for different values of
χ0. In Fig. 2 we show the first four eigenfrequencies of the
cavity for several values of χ0. The value of χ0 determines the
asymptotic value of the eigenfrequency as a function of b0.

By examining the spectrum of the cavity, we can determine
different cases to be analyzed carefully. Hence, we shall
consider firstly, the case in which the eigenfrequencies are
not spaced equidistantly, for instance, the case of having
one resonant mode under parametric amplification. In the
end, we shall also study the case of equidistantly spanned
eigenfrequencies for low or large amplitude of the driven
perturbation.

B. The nonequidistant spectrum and parametric amplification

We shall consider values of parameters for which the
spectrum is nonequidistant. We will drive the system cavity
with an external frequency � = 2k1, where k1 is the first
eigenfrequency of the static tunable cavity and � in the driven
external frequency appearing in Eq. (5). In this situation, we
set b0 = V0 cos f0 = 1.0, χ0 = 0.05, and ε = 0.001 and we
present the results for the first three modes in Fig. 3. It is
important to note that � �= |ki ± kj |, and therefore there is only
a single mode under parametric resonance. As one expects, if
the only resonant mode is the one tuned with the external
frequency � = 2k1, the number of created particles in this
mode grows exponentially in time. The other modes, such as
k2, k3, are not exponentially excited for relatively short times.
If we perform a linear fit for the log plot of the particle number,
we obtain a value of m1 = 0.031 5 for the slope of the straight
line of mode 1, in excellent agreement with the analytical
prediction of Eq. (20).

In Fig. 4 we show the number of created particles as a
function of dimensionless time for each mode of the field as in
the previous figure, but for a longer temporal scale. We see that
at long times all modes grow exponentially with approximately

0 100 200 300 400

0.01

1

100

104

106

τ

B
2

FIG. 3. Log plot for |Bn|2 as a function of dimensionless time
τ (time measured in units of d) for each mode of the field for a
short temporal scale. Herein, we consider ten modes and excite the
system by � = 2k1. The three first eigenfrequencies are k1 = 0.849
(blue dot-dashed line), k2 = 3.281 9 (red solid line), and k3 = 6.140 3
(green dashed line).

the same rate. This numerical result goes beyond MSA and can
be analytically understood as described in Sec. III D.

We can also evaluate the evolution of the system by
changing the value of the parameter χ0 = 1.0 in Fig. 5. This
leads to a different set of eigenfrequencies but a similar
behavior of the modes. A linear fit of the field mode 1
(k1 = 0.679 9) this time yields m′

1 = 0.028 9, which means
a smaller slope for bigger values of χ0. Once again, the
exponential growth of the resonant mode is well described
by Eq. (20), which yields an analytical value of m′

1 = 0.030.
In Fig. 6 we plot the number of created particles for the case

in which the excitation frequency is now � = 2k2. In this case,
one can numerically evaluate the slope of the log-plot line,
obtaining m2 = 0.026 5 when driving mode 2. The analytical
result of Eq. (20) for this case is m2 = 0.026 1.

0 200 400 600 800 1000 1200
0.01

100

106

1010

1014

1018

τ

B
2

FIG. 4. Log plot for |Bi |2 as a function of dimensionless time
τ for each mode of the field for a longer temporal scale. As in the
previous figure, we consider ten modes and the system is perturbed
by � = 2k1. The three first eigenfrequencies are again: k1 = 0.849 5
(blue dot-dashed line), k2 = 3.281 9 (red solid line), and k3 = 6.140 3
(green dashed line).
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FIG. 5. Log plot for |B1|2, |B2|2, and |B3|2 as a function of
dimensionless time τ . Comparison between the situations where
χ0 = 0.05 (solid) and χ0 = 1 (dashed).

We performed the same simulations but for a bigger
quantity of field modes. We have checked that the results are
similar to the ones in Figs. 3 and 4. For example, we consider
a cutoff of 25 field modes, in which the linear fit yields fitting
a slope of m1 = 0.031 5 when driving with � = 2k1, similar
to the one found in Fig. 4.

Finally, we also compute the number of particles N as
a function of the external frequency � in Fig. 7. The set
of lower eigenfrequencies is: k1d = 0.849 5, k2d = 3.281 9,
k3d = 6.140 3, k4d = 9.093 0. Therein, we can observe that
the highest peak corresponds to an external drive of � = 2k1,
while the following peak refers to � = 2k2. We can also
note less important peaks corresponding to � = k1 + k2 and
� = k1 + k3.

C. Nonequidistant spectrum with several parametrically
resonant modes

Herein, we consider the situation in which kl = 3kj . If
we set the parameter values as b0 = 4.96, χ0 = 0.01, and

0 200 400 600 800 1000 1200 1400
0.001

10

105

109

1013

1017

Τ

B
2

FIG. 6. Log plot for |Bi |2 as a function of time for each mode of
the field for a longer temporal scale. Herein, we consider ten modes
and drive the system by � = 2k2. The red line corresponds to |B2|2,
the blue solid line to |B1|2, and green dashed line to |B3|2. Mode 2
(red dot-dashed line) is the more excited.

2 4 6 8
0

20

40

60
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FIG. 7. Number of particles created as a function of the external
dimensionless frequency �d . The eigenfrequencies (in units of 1/d)
are k1d = 0.849 5, k2d = 3.281 9, k3d = 6.140 3, and k4d = 9.093 0.
We can see that the higher peak corresponds to � = 2k1 and the
following to � = 2k2. Less important are � = k1 + k2 and � =
k1 + k3.

ε = 0.001, we obtain the following dimensionless eigenfre-
quencies: k1d = 1.311, k2d = 4.015, k3d = 6.862, and k4d =
9.810, for example. In this case, we see that k2 
 3k1, so if we
excite the system with � = k2 − k1 = 2k1, we expect to see
exponential behavior in both field modes 1 and 2. Hence, these
modes are parametrically excited but with a rate that takes into
account the coupling between the modes.

The numerical results are shown in Fig. 8. Therein, we
observe the exponential growth of modes 1 and 2, as predicted
by MSA. A linear fit yields a value of m1 
 m2 = 0.012 8 for
the slope. Likewise, an analytical prediction can be obtained
by the real part of 2� in Eq. (23), which gives m1 = m2 =
0.013. The imaginary part in � explains the oscillating
behavior of the solutions, which is more pronounced for mode
2. As in the previous case, the rest of the modes start growing
with the same rate at longer times.
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FIG. 8. Log plot for |Bn|2 as a function of time for each mode
of the field. Herein, we consider ten modes and excite the system by
� = 2k1. The blue dot-dashed line corresponds to the field mode 1:
|B1|2, the red solid line to field mode 2: |B2|2, and the green dashed
one to |B3|2 for the field mode 3.
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τ

FIG. 9. Evolution of field mode 1 (|B1|2) for short dimensionless
time scale under external driving � = 2k1. We can fit this behavior
with a quadratic function.

D. Equidistantly spanned spectrum. Low-amplitude
perturbation

In this case, we set b0 = 14.14 and ε = 0.005, which
corresponds to modes in the equidistant part of the cavity
spectrum. For equidistant spectra, the coupling between an
infinite number of modes generates a quadratic or linear growth
of the number of particles, for short or long time scales,
respectively. In this case, it has already been shown that the
total energy grows exponentially [5]. With this choice, the
amplitude of the perturbation in the mode equation is given
by b0ε ∼ 0.02, for which the MSA still applies. We see this in
Figs. 9 and 10, respectively.

E. Equidistant spectrum. Large-amplitude perturbation

Now we look at the case of an equidistant frequency
spectrum with b0 = 350, χ0 = 0.05, and ε = 0.5. In this case,
the amplitude of the perturbation in the mode equation is given
by b0ε ∼ 1.54. Such a driving is beyond the MSA treatment.
As expected, we find a different behavior of modes with
respect to the previous example, even in the equidistantly

τ

FIG. 10. Evolution of field mode 1 (|B1|2) for longer dimen-
sionless time scale under external driving � = 2k1. We can fit this
behavior with a linear function for large times, as can be seen in the
blue solid line.
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FIG. 11. Evolution of field modes (|Bi |2) under external pertur-
bation �d = (ki − kj )d = 3.13. We can fit this behavior with a linear
function, which indicates exponential growing of particle numbers.

spanned part of the spectrum. In this case, we report an
exponentially growing number of created particles when
driving with external frequency �d = (ki − kj )d ≈ π , as can
be seen in Fig. 11.

V. CONCLUSIONS

In this paper we have presented a detailed numerical
analysis of the particle creation for a quantum field in the
presence of boundary conditions that involve a time-dependent
linear combination of the field and its spatial and time
derivatives. We have evaluated numerically the Bogoliubov
transformation between in- and out-states and found that
the rate of particle production strongly depends on whether
the spectrum of the unperturbed cavity is equidistant or not,
and also on the amplitude of the temporal oscillations of
the boundary conditions. We have provided some analytical
justifications, based on MSA, for the different regimes found
numerically and emphasized the dependence of the results with
the main characteristics of the spectrum.

First, we have considered a parameter set such that the
spectrum of the cavity is nonequidistant. In this case, we have
numerically solved the problem driving the system with an
external frequency given by twice the first eigenvalue of the
unperturbed cavity. As expected from MSA results, if the only
resonant mode is the one tuned with the external frequency, the
number of created particles in this mode grows exponentially
with time. Other modes, for relatively short times, are not
exponentially excited. However, at longer times, all modes
grow exponentially with the same rate, a result that goes
beyond MSA. In addition, we have also considered a situation
in which parametric resonance involved two modes. We have
shown that both modes grow exponentially with a common
rate that takes into account the intermode coupling. As in the
previous case, all modes are exponentially amplified at longer
times.

For equidistant spectra, we have shown that the coupling
between an infinite number of modes makes the number of
particles grow quadratically in time at short time scales, and
linearly in the long time limit. However, when the amplitude
of the perturbations in the mode equation is large enough, the
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behavior of modes is qualitatively different. Hence, we have
shown the existence of an exponentially growing number of
the created particles when driving the system with an external
frequency that is tuned at the difference between consecutive
eigenvalues of the tunable cavity.

There are several interesting issues related to the present
work which deserve further analysis. The case of a cavity
ended by two SQUIDs may introduce interference in the
particle creation rate, as in the case of two moving mirrors
[24]. In relation to eventual variants of recent experiments

[12,13], a theoretical analysis including nonlinearities is
also due.
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