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Intense shock waves may lead to spallation of the sample. Recent experiments show differences of

shock spallation in iron depending on whether the samples underwent the pressure-induced bcc-

hcp phase transformation or not. In this study, we perform molecular dynamics simulations of

shock-induced spallation in polycrystalline iron. Our results show that the phase transformation

decreases the probability of multiple spallation and crack formation. In agreement with experi-

ments, the phase transformation changes the surface morphology showing smoother spallation

surfaces. VC 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4935452]

I. INTRODUCTION

Shock-induced phase transformations are of key inter-

est for such diverse fields as geophysical and astronomical

processes, where they provide insights into understanding

meteoritic impacts, and for materials engineering, where

shock-induced phase transitions may be used to harden

materials resulting in a significant increase in the strength

of metals.1 In particular, iron transforms from the low-

pressure bcc phase (termed a) at a transition pressure of

around 13 GPa to the high-pressure hcp (or �) phase.2,3 The

kinetics of this transformation has been extensively studied

in the past,4–8 revealing the so-called three-wave structure:

The shock wave first features an elastic compression wave,

then after the elastic-plastic transition, a plastic wave, and

finally beyond the phase transition pressure, the wave runs

in the phase-transformed material. Due to its technological

and scientific importance, iron has developed into the ar-

chetypal material for studying these specific transformation

shock waves.9–13 When shock waves reach the free surfaces

of the target, they reflect as release waves and their super-

position results in a tensile pulse. If the magnitude of the

tensile stress exceeds a critical value, spall occurs.14 Note

that spallation can thus only occur if specific boundary con-

ditions are available (i.e., free back surfaces).

Recent simulations demonstrated that the phase transfor-

mation exhibits a decisive influence on the morphological

changes during stress release after the shock wave.15 However,

the influence of the phase transition on the spalling characteris-

tics is still not fully understood. Most of the recent atomistic

studies and experiments about spall response deal with face-

centered cubic (fcc) samples.14,16–18 The effects of twin bound-

ary spacing on spall behavior in fcc nano-twinned metals were

discussed by Yuan et al.;17 these authors found that twin-free

Ag has less nucleation sources for spallation than

hierarchically nanotwinned Ag. Shock-induced spallation in

bcc metals has been studied extensively in experiments.19–22

However, there are only a few molecular-dynamics studies on

this topic.22–24

Recent experiments analyze the effects of the phase

transformation on the spallation behavior of iron.25,26

Metallurgical observations show that the morphology of the

fracture surface changes in consequence of the phase trans-

formation: while spall surfaces are rough when no phase

transformation occurs, they become smoother when a phase

transition was involved.26 We note that in experiment, it is

possible to control the probability of phase transformation

by adjusting the strain rate: high strain rates suppress the

transformation.27 But a detailed understanding of the spall

process from an atomistic point of view is still lacking.

In the present paper, we use MD simulations to study

the propagation of shock waves through a nanocrystalline Fe

sample with the aim of describing the interplay between the

phase transformation and spallation. By comparing the

results of simulations with and without phase transformation,

we characterize the decisive influence of phase transforma-

tion on the spall damage.

II. SIMULATION METHOD

We perform our simulations under identical conditions

for two established Fe potentials: the Machov�a and Ackland
potential,28 which does not feature a phase transition at the

pressures relevant for our study, and the Ackland potential29

which was designed to give the bcc ! hcp transition at the

experimentally observed transition pressure of 13.75 GPa.

The Ackland potential is an amendment to the Machov�a and

Ackland potential and was obtained by fitting the short-range

part of the interaction to the desired transition pressure.

Besides, the improved description of the bcc-hcp transition,

the Ackland potential performs as well as its previous ver-

sion, the Machov�a and Ackland potential.29 For characteriza-

tion purposes, we shall denote the Machov�a and Ackland
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potential as the phase-stable potential, and the Ackland

potential as the phase-transforming potential.

The public-domain molecular dynamics code LAMMPS

(Ref. 30) was used in this paper to perform the simulations.

Our sample contains nearly 30 million atoms and has a

size of �30� 30� 430 nm3. The sample was constructed

with a Voronoi construction algorithm31 with an average

grain size of 7.5 nm. The complete sample contains 960

grains with more than 10 grains in the cross section.

We relaxed the sample using high-temperature annealing

at 80% of the melting temperature for 100 ps; this relaxation

method is necessary for equilibrating the grain boundaries

(GBs).29 The shock wave simulations are conducted at a tem-

perature of 10 K in order to minimize thermal noise.

Shock waves are generated by the so-called piston-

driven algorithm32,33 by giving a certain particle velocity Up

in z direction to the atoms in a thin slab (thickness of one lat-

tice constant) on one side of the sample. Note that these

atoms are not subjected to the forces of the surrounding

atoms. The remainder of the system volume is simulated

under NVE conditions.

We consider piston velocities varying from Up¼ 0.5 to

Up¼ 0.9 km/s but the main part of our discussion is devoted

to Up¼ 0.7 km/s. The piston velocity is increased linearly

from 0 to the shock velocity Up during a ramp loading time

of 15 ps. The piston moves with constant velocity during a

holding time of 75 ps. Note that a sufficiently long holding

time ensures that the phase-transformation to the hcp struc-

ture is fully completed. We found that simulations with dif-

ferent holding times do not qualitatively change the results.

The piston velocity is then decreased linearly to 0 during

15 ps. Afterwards, the simulation is continued up to a total

simulation time of 300 ps. We apply periodic boundary con-

ditions in x and y directions and free boundaries along the

shock direction.

To evaluate the results, we determined various material

properties in dependence of the z position in the polycrystal.

These profiles were determined by dividing the sample into

small regions. Each of these equally sized regions is a small

slab with a thickness of 0.8565 nm along the z direction. We

calculate the velocity profile in z direction, vz, the stress in z
direction, pzz, the relative density, /, the temperature, T, and

the shear stress, pshear. The latter is defined as

pshear ¼
1

2
pzz � ptransð Þ; (1)

where pij denote the components of the stress tensor, and the

transverse stress is defined as

ptrans ¼
1

2
pxx þ pyyð Þ: (2)

We measure the relative density / by normalizing the

atom density in each slab to the bulk density of iron.

For visualization of the atomistic configurations, we use

common-neighbor analysis (CNA)34,35 and the adaptive

common-neighbor analysis36 within the free software tool

OVITO.37 We also used the Crystal Analysis Tool (CAT)36

to detect bcc twins.

III. RESULTS

For a qualitative overview, we display in Figs. 1 and 2

the changes induced in our sample by the passage of the

shock and release wave. For the following simulations, we

used a piston velocity of Up¼ 0.7 km/s.

In Fig. 1, the part of the sample, where the spall occurs,

is displayed. Fig. 1(a) shows the results for the phase-stable
Machov�a and Ackland potential. During recovery of the sam-

ple at around 100 ps, bcc twins nucleate at the grain bounda-

ries. At 140 ps, the spallation process has started; it is visible

as a series of small voids near the grain boundaries at the sur-

face. Later, we observe amorphization of the intergranular

regions where the voids were nucleated.38,39 No voids are

formed in the grain interior. A small fraction of fcc phase

nucleates but vanishes almost completely again at later times.

At 160 ps, the spall region is molten (visible by the dissolution

of crystalline grains and the appearance of a continuous defect

zone). The spall is complete at 180 ps; the spall surfaces are

rough.

For the Ackland potential, which allows for the

pressure-induced transformation, the situation has qualita-

tively changed considerably, see Fig. 1(b). At 100 ps, the

phase transformation to hcp is almost fully completed; em-

bedded in the hcp grains, a number of fcc stacking faults are

observed. Due to stress release, the sample transforms back

FIG. 1. Snapshots of a region of the sample for the (a) phase-stable
Machov�a and Ackland and the (b) phase-transforming Ackland potential.

The region extends between (a) 60 and 515 nm and (b) 60 and 480 nm from

the position where the shock-wave starts. Shock wave runs upward. Local

atomic structures are identified by adaptive CNA and CAT.36 Pink: bcc; red:

bcc vacancies and intergranular atoms; yellow: hcp; teal: fcc; blue: bcc twin

boundary.
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to bcc; this reverse phase transition to bcc is finished at 120

ps. At this time, several morphological features are observed,

such as dislocations and bcc twins; this is characteristic of

the stress release stage.15 Note that the amount of bcc twins

at 140 ps is considerably higher than for the Machov�a and

Ackland potential indicating that the phase transformation

helps to drive twinning.15 At 140 ps, we see first cracks and

voids which indicate the beginning of spall. Twin boundaries

are created and destroyed in that region where the spall is

going to occur. However, the amount of bcc twin boundaries

remains roughly constant (see Fig. 5 below). These twins

survive recovery and provide sources for void nucleation.

The spall occurs somewhat later than for the Machov�a and

Ackland potential.

To compare the entire morphology of the spalling speci-

mens, Fig. 2 shows the entire samples at 160 ps after start of

the shock wave for the two simulations. For the case without

phase transition, we observe many cracks, leading to multi-

spallation, while the phase-transforming sample only exhib-

its a concentrated region where spallation is visible. These

differences in crack occurrence and frequency will show up

later repeatedly, such as in the relative density and the tem-

perature profiles, Figs. 6(d) and 6(e). Fig. 3 visualizes the

stress component in shock direction pzz for the samples at

160 ps after start of the shock wave for the two potentials. At

this time, the shock wave was already reflected from the

right-hand surface and stresses are tensile (pzz< 0) through-

out the specimen, see Fig. 6(b) below. The peak amplitude

of the tensile stress initiating spall already passed through

the cracked regions, such that the background stress is there

near zero. Note, however, the localized tensile stress peaks

immediately at the crack zones; these are induced by

strongly strained bonds which are about to break and thus

highlight the ongoing crack process.

Fig. 4 gives a close-up view of the spalled surfaces. The

surface is more brittle for the Machov�a and Ackland poten-

tial where parts of the surface are dissolved. For quantitative

analysis of the surface roughness, we relax the spalled sam-

ples at the end of the simulation at 300 ps in a Nos�e/Hoover

isenthalpic (NpH) ensemble and cool back to 10 K during a

total time of 100 ps. This relaxation process is necessary

because the surfaces are molten. The surface roughness Rq is

quantified by the root-mean-square average of the profile

height deviations from the mean. For the Ackland potential,

we measure Rq¼ 2.17 nm and for the Machov�a and Ackland

potential, we find Rq¼ 2.73 nm. The higher roughness of the

non-phase-transformed surface is in qualitative agreement

with experimental results by de Ress�eguier et al.26 who

observed that the occurrence of the reverse phase transfor-

mation leads to smoother fracture surfaces.

Fig. 5 shows the evolution of the twin fraction—defined

as the number of atoms forming twin boundaries with respect

to the total number of atoms—versus time for both poten-

tials. As expected, the number of twins is higher for the

potential which allows for phase transition because twin

growth is intimately related to the phase transformation as

shown in Ref. 15. For the Machov�a and Ackland potential,

the number of twins decreases during release but increases

after spallation due to the high shear stresses in the sample.

For both potentials, the number of twins eventually reaches a

constant value. As de Ress�eguier et al.26 noted, a dense dis-

tribution of twin boundaries could act as activation sites for

void nucleation, resulting in smooth macroscopic fracture

located in a narrow zone. This fact might explain the

FIG. 2. Snapshots of the sample at 160 ps after start of the shock wave for

the (a) phase-stable Machov�a and Ackland and the (b) phase-transforming
Ackland potential. Shock wave runs from left to right. Local atomic struc-

tures are identified by adaptive CNA and CAT.36 Pink: bcc; red: bcc vacan-

cies and intergranular atoms; yellow: hcp; teal: fcc; blue: bcc twin boundary.

FIG. 3. Snapshots of the sample at 160 ps after start of the shock wave for

the (a) phase-stable Machov�a and Ackland and the (b) phase-transforming
Ackland potential. Shock wave runs from left to right. The color codes the

stress component in shock direction, pzz.

FIG. 4. Spall surface for the (a) phase-stable Machov�a and Ackland and the

(b) phase-transforming Ackland potential. The color codes the z position in

the crystal in units of 1� 10–10 m.

FIG. 5. Twin fraction versus time.
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morphological differences observed for the spall surface in

the two potentials. In our simulation, we observe void nucle-

ation primarily at GBs, but twins caused by recovery of the

phase transition could also provide void nucleation sites. It

was shown in simulations for Ni (Ref. 40) that shock-

induced boundaries would facilitate void nucleation. Recent

experiments in Ta also show void nucleation inside grains,

due to defects.41 Hahn et al.42 observed voids nucleated at

twin-twin intersections. In our simulations, we do not have a

sufficiently large amount of twinning to allow for twin-twin

intersections.

We evaluate the dynamics within the shock and release

wave by showing its spatially resolved characteristics at vari-

ous times (Fig. 6). The results for the Ackland potential are

identical to a previous study,7 showing two inflection points

(the so called knees) in the velocity, vz(z), and stress, pzz(z),
profiles. These “knees” directly indicate the three-wave struc-

ture: An elastic precursor wave is followed by a plastic wave

which then leads to a phase-transformation front. The spall

signal is identified by a sudden drop in the velocity profile. It

starts at around 120 ps for the phase-transforming potential

visible as a kink at 260 nm in Fig. 6(a). For the Machov�a and

Ackland potential, spallation starts slightly later at 130 ps at

210 nm. Note that we also performed simulations for a hold-

ing time of 35 ps with piston speeds of Up¼ 0.5 and 0.9 km/s;

these gave spall times of 106.0 and 102.3 ps, respectively,

showing that the spall time decreases slightly for higher piston

velocities. This is the trivial consequence of the increase in

wave speed with piston speed. Apart from these changes, sim-

ulations with different piston velocities do not qualitatively

change the results. The spall stress was identified as the mini-

mum value of pzz; it amounts to �13.6 GPa for the phase-
transforming potential and � 12.4 GPa for the phase-stable
potential. These values are comparable to the experimental

tensile stress before fracture of 8 GPa measured in thin iron

foils of 150 lm thickness.26 In this study, the authors observe

higher spall stresses after the bcc-hcp-bcc transformation

cycle consistent with our finding.

Fig. 6(c) shows the shear stress for both potentials. For

the Ackland potential, we observe a decrease in shear stress at

80 ps and 370 nm associated with the phase transformation.7,8

The phase-stable Machov�a and Ackland potential exhibits

constant shear stress and no indication of plasticity can be

seen before unloading. The maximum spall shear stress is

3 GPa for the Machov�a and Ackland potential and 2.2 GPa for

the Ackland potential.

The cracks can also be detected by measuring the rela-

tive density, Fig. 6(d). Here, we observe decidedly more

cracks for the Machov�a and Ackland potential than for the

Ackland potential.

Finally, the spall signal also appears in the temperature

profile, Fig. 6(e). The average temperature is significantly

higher for the phase-stable potential because the formation

of cracks and voids dissipates energy and becomes visible as

maxima in the temperature profile. For the phase-stable
potential, the temperature even rises above the melting tem-

perature (1811 K) at the spall surfaces.

From the velocity profiles, we evaluate the velocity of

the free surface versus time. Fig. 7 shows the back surface

velocity versus time for both potentials, and displays a clear

pull-back signal as observed in typical spall experiments.

Spall starts at about 130 ps, but the pull-back signal appears

in the back surface at around 175 ps, which is expected given

our sample thickness.

FIG. 7. Free-surface velocity versus time for the phase-stable Machov�a and

Ackland and for the phase-transforming Ackland potentials.

FIG. 6. Spatial profiles of the (a) atom velocity in z-direction, vz, the (b) stress components parallel to the shock wave propagation direction, pzz, (c) shear

stress, Eq. (1), (d) local filling factor, and (e) temperature. The simulation is performed for the Machov�a and Ackland potential (top row: 1) and the Ackland

potential (bottom row: 2). The so-called knees appearing in vz and pzz in the Ackland profiles are marked by dots.
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Note that the spall stress can also be calculated from

the free-surface velocity. We use the following linear

approximation:43

pspall ¼
1

2
q0c0Dufs; (3)

where q0¼ 7874 kg/m3 is the initial density, c0¼ 5170 m/s is

the sound velocity, and Dufs� 600 m/s is the pullback-signal

defined as the difference between the peak free-surface veloc-

ity and the minimum free-surface velocity ahead of the spall

pulse (see Fig. 7). The resulting spall stress is � 12.2 GPa for

both potentials and roughly agrees with our molecular-

dynamics result which was 12.4 and 13.6 GPa for the phase-
stable and phase-transforming potentials, respectively.

We note that the pullback signals plotted in Fig. 7 are

quite similar. This is due to the extremely short (compared to

experiment) shock pulse reaching the rear surface. Since the

pullback signal is the simple consequence of the reflection of

a wave, its character does not change much for such short

pulses. This is, in particular, true if the sample cross section

is small and the spall occurs at the same position. In contrast,

the roughness of the spalled surface is governed by materials

properties, such that the same pullback signal may result in

different surface morphologies if the interatomic interactions

are different. There exist several MD studies which evaluate

pullback signals.23,24,44,45 Gray et al.46 observed that shock-

loaded samples with three different peak shock stresses dis-

played nearly identical pullback signals although the damage

fields were different. This appears plausible since at high

strain rates, the rate of plastic relaxation is slower than the

rate at which the tensile stress develops.

The decay of the oscillations in Fig. 7 is a consequence

of the damping of the waves due to viscosity in the liquid.

We observe that the wave travels faster for the phase-trans-
forming potential in agreement with experiments by Chen

et al.25

IV. CONCLUSIONS

In this paper, we present large-scale shock and release

simulations in polycrystalline iron in order to analyze the

effects of the pressure-induced bcc! cp phase transition on

spallation. Spall damage is found to be strongly affected by

the phase transition, leading to a changed morphology of the

fracture surface, in agreement to experiment.

In detail we find the following.

(1) The phase transformation decreases the probability of

multiple spallation and crack formation.

(2) The fracture surface is influenced by the phase transition

showing smooth spall surfaces.

(3) Twin growth is driven by the phase transformation. The

twins may provide sources for void nucleation and may

explain the smooth fracture surfaces.
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